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1. Introduction

1.1 Purpose of This Book

The purpose of this book is to provide the reader with the knowledge required to carry out the
most accurate tidal analysis and tidal prediction possible using any set of water level or current data
that he or she may have available. The book is also intended to provide the reader with tools to
interpret the analysis results with respect to the hydrodynamics (the physics of the water movement)
of the bay or ocean from which the data were obtained, so that these results can best be used for
particular oceanographic applications. Tidal analysis and prediction involves more than simply
running a harmonic analysis program to obtain tidal harmonic constants and then putting them in
a tidal prediction program. It requires understanding both the astronomical and the hydrodynamic
aspects of the tide. Lack of such an understanding can lead to problems when performing a tidal
analysis. A few examples of such problems are very briefly mentioned below (they are explained
in more detail later in this book, and the technical terms used below are defined in Chapter 2).

It is the astronomy, namely the relative periodic motions of the earth, moon, and sun, that
determines the frequencies at which tidal energy is found. The contribution to the tide by the energy
at each tidal frequency is usually represented by a tidal harmonic constituent, for which there will
be an amplitude and a phase lag. The pairs of amplitudes and phase lags are referred to as harmonic
constants. Which of these tidal constituents can be included in a harmonic analysis depends on the
length of the data times series one has available. The longer the time series the more tidal
constituents that can be included in the analysis and the more accurate the tidal predictions will be.
Attempting to include in the analysis more tidal constituents than can be resolved with the available
length of the time series can lead to erroneous results, or even to no results at all because in such
cases numerical instability can cause the harmonic analysis program to fail (“blow up”’). Even when
the appropriate tidal constituents are included in a harmonic analysis, one must remember that the
energy of the tidal constituents that could not be included in the harmonic analysis (because they
were too close in frequency to other larger tidal constituents) will still affect the constituents that
were included in the analysis. As a result one may see errors, namely, differences between the tide
predictions and the actual water level data, that slowly oscillate in time due to the missing tidal
constituents. Such errors may be significant if one has analyzed only 15 days of data or even 29
days.

It is the hydrodynamics of the ocean and bay that determines how large the tide or tidal current
will be at a particular location, as well as the timing of high and low waters, maximum floods and
ebbs, and slack waters. In shallow water the hydrodynamics becomes nonlinear, distorting the tide
and adding new higher harmonic tidal constituents (overtides) and new tidal constituents within the
semidiurnal tidal band (compound tides), some with the same frequencies as some of the original
astronomically caused tidal constituents. Knowing whether an analyzed constituent is a compound

1
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tidal constituent or an astronomical tidal constituent (with the same frequency) can make a
difference in the accuracy of the subsequent tide predictions, especially when making predictions
for years other than the year whose data was used for the analysis.

Shallow-water hydrodynamics also causes nonlinear interactions between the tide and nontidal
phenomena such as river flow and wind-produced changes in water level (storm surges) and
currents. For example, high river flow reduces the tide range and distorts the tide curve (modifying
the astronomical tidal constituents and adding additional higher harmonic constituents, the
overtides). And so, if water level data obtained during a time period with high river flow are
analyzed and then tide predictions are made using the harmonic constants derived from those data,
the predicted high waters will be too small throughout the rest of the year. Likewise data obtained
during strong wind events may have tides that are modified by low-frequency storm surge and thus
are not representative of the rest of the year.

In most cases water level or current data are only available at a few distinct locations in a bay
or along a coast. Often some of these locations have data times series that are not long enough to
allow a useful harmonic analysis, so oceanographers developed other ways to extract tidal
information from locations with short data time series. For decades this has been done
nonharmonically, by simply comparing the high and low waters in water level data from the short
stations (usually called subordinate stations, or secondary ports) with the high and low waters in
predictions harmonically derived from longer stations (usually called reference stations, or standard
ports). However, there can be severe limitations on how well this can work, due to the
hydrodynamics of the location where the data were obtained.

Although this book provides some “rules of thumb” for carrying out tidal analysis and
prediction, the intent is to go well beyond this. This book explains not just the “how” but also the
“why”, namely it provides explanations of the astronomical causes of the tide and the hydrodynamic
modifications of the tide, so the reader can determine how to maximize the accuracy of the analysis
results and predictions. This understanding is also important for interpreting the analysis results.

This book explains and illustrates all state-of-the-art tidal analysis and prediction methods
presently in use, as well as the astronomical, hydrodynamic, and statistical theories behind them.
This is not intended to be a complete textbook on tides. The emphasis here is on subjects the reader
must understand in order to carry out accurate tidal analyses and to make skillful tidal predictions.
However, in meeting this objective, the result is a reasonably complete study of the tides (with
references for subjects not covered in detail). The book provides practical operational procedures,
including considerations related to maximum analysis accuracy and maximum prediction skill.

The book is written at an introductory level, so that the reader should need little background in
tidal or oceanographic theory. With an eye toward the teaching aspects of this book, it begins with
a general overview of the subject of tides, so that the reader can first see the big picture. Then as
the material becomes more detailed, the reader will be able to understand that material within a
larger context. Since the astronomical and hydrodynamic aspects of the subject affect each other,
it was felt that such an overview should be given first, rather than simply jumping right into detailed
astronomical theory followed by detailed hydrodynamic theory. Because of this approach, there
may occasionally be some redundancy, as well as frequent references to other sections in the book.
Although this book is written at a level accessible to the nonexpert, it is also hoped that tidal experts
will still find of interest some of the topics that they may not have dealt with themselves.



1. Introduction

1.2 Relationship to Previous Tidal Analysis and Prediction Books and Manuals

The Center for Operational Oceanographic Products and Services (CO-OPS) in NOAA’s
National Ocean Service (NOS) continues to print and provide tidal analysis and prediction manuals
and reports produced in the past (under previous organizational names such as the Coast Survey, the
Coast and Geodetic Survey, and the National Ocean Survey). In particular the Manual of Harmonic
Analysis and Prediction of Tides by Paul Schureman (first published in 1924, revised in 1940, and
reprinted with corrections in 1958) and the review/update of that manual, Computer Applications
to Tides in the National Ocean Survey, by Bernard Zetler (1982) are still useful. The technical
report A User’s Guide to a Computer Program for Harmonic Analysis of Data at Tidal Frequencies
by Robert Dennis and Elmo Long (1971) describes the first computer implementation of
Schuremans’s harmonic analysis method, for data time series of length 15 days or 29 days. When
Schureman’s manual was first printed in 1924 (and for four decades thereafter) harmonic analyses
were done by hand using special paper “keys”. These keys were a series of paper templates with
holes in them, each of which was placed over sheets of paper that had long columns of hourly tidal
heights. The numbers showing through the holes were added with mechanical adding machines as
part of a very time consuming process. Once the harmonic constants were calculated, tide
predictions were then produced using large brass analog tide predicting machines with dozens of
pulleys and gears representing the tidal harmonic constituents that came out of the hand analysis (see
Figure 1.1).

These past manuals, besides being out of date in numerous respects, are also generally narrow
in their scope, concentrating only on the one rendition of the harmonic analysis method developed
by Schureman. Schureman’s original work (often simply referred to as S.P. 98) is still quite
valuable from the standpoint of the elaborate astronomical equations that he worked out, and the
(sometimes limited) explanations behind them. The 1982 Zetler review/update of the Schureman
manual made a few corrections to Schureman’s text (very few actually, considering the extensive
astronomical/mathematical work done by Schureman). He also put Schureman’s work in the context
of important British work done by Arthur Doodson (a contemporary of Schureman’s) and by David
Cartwright (a contemporary of Zetler, but who was still to contribute a great deal more after 1982).
Zetler also updated Schureman’s node factor and equilibrium argument tables to the year 2025.
None of these manuals provided much insight on the best way to use the harmonic method for
producing the most accurate results. Also, there was only some mention of the importance of
hydrodynamic effects on tidal analysis and prediction.

Prior to Schureman’s manual there were also books or sections of major Coast Survey reports
that dealt with tidal analysis and prediction and which in many cases provided the bases for
Schureman’s work. These included William E. Ferrel’s Tidal Researches (1874) and Rollin A.
Harris’s five part Manual of Tides (1897-1907). These reports included much original research and
analysis, and were not really instructional manuals. Harry A. Marmer’s The Tide (1926) was not
a manual but rather an introduction to the subject, which included an explanation of harmonic
analysis and prediction.

For some decades now, the Schureman harmonic method (based on Fourier analysis) has only
been used at CO-OPS with data series of 15 and 29 days duration. That computer program (Dennis
and Long, 1972) makes use of Schureman’s particular method of inference and elimination to infer
some additional tidal constants that cannot be calculated from only 15 or 29 days of data. It also
corrects the constituents that could be calculated for the effects of those constituents that could not
calculated (see Section 4.2.1). Schureman’s method of inference and elimination is based on
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Figure 1.1. The Harris-Fischer tide predicting machine.

astronomical considerations (in the form of the so-called equilibrium theory, see Section 2.1.2), and
so does not always work well in the real world, where hydrodynamics has a major influence.
Another program has been the primary method used for tidal analysis at CO-OPS. It was
originally written in the 1960's by D. Lee Harris using a least squares harmonic analysis technique
(Harris, et al., 1963). Unfortunately there has never been more than an informal in-house manual
for that program, although the program listing is provided in the Zetler publication mentioned above.
Over the years the Schureman/Dennis&Long program and the Harris program have both been
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modified by the author of this book and by others in CO-OPS (and its predecessor organizations)
for use with tidal currents and for additional refinements. Here again the only manuals have been
in-house manuals, although they have sometimes been documented in journals and other scientific
literature (which are included in References at the end of this book). A recent CO-OPS technical
report (Zervas, 1999) serves as an updated operational manual with instructions on how to run
specific CO-OPS tidal analysis and prediction computer programs with current data.

Of course, outside of CO-OPS and its predecessor organizations other versions of harmonic
analysis have been developed, as well as other types of tidal analysis techniques, of which the
response method of Munk and Cartwright (1966) is best known. These other methods are also
described in this book. Some of the manuals, books, and papers describing these methods are
reasonably broad in scope. Probably the classic tidal analysis and prediction manual of all time is
the Admiralty Manual of Tides by Doodson and Warburg (1941), which includes much of Arthur
T. Doodson’s important original work in tidal analysis and prediction. A broader coverage of the
subject of tides that included much more hydrodynamics was J.J. Dronkers’ Tidal Computations In
Rivers and Coastal Waters (1964), as well as Albert Defant’s Physical Oceanography (1961; 272
pages of volume II are devoted to tides). The first of Gabriel Godin’s two books on tides The
Analysis of Tides (1972), as the title indicates, concentrated on tidal analysis and prediction and was
the basis for the analysis and predictions programs used in Canada written by Mike Foreman
(Foreman, 2004). Godin’s second book, simply called Tides (1988) and published in Mexico, goes
well beyond analysis and prediction and includes a great deal of hydrodynamics, including nonlinear
effects. A year earlier David T. Pugh published Tides, Surges, and Mean Sea-Level (1987), which
includes a chapter on analysis and prediction as part of a broader coverage of the tidal and nontidal
effects on water level and currents. Pugh’s more recent book Changing Sea Levels (Pugh, 2004) has
four chapters on tides including one on analysis and prediction.

The book Tidal Hydrodynamics (Parker, 1991), edited by the author of this book, includes many
chapters on analysis and prediction by the world’s leading tidal experts at that time, as well as
chapters on the hydrodynamic influences on tides. In 1999, David E. Cartwright published Tides
— A Scientific History, which although a history, provides a great deal of information and insights
on tidal analysis and prediction. Just recently published is Understanding the Tide by Steacy Hicks
(2006), a basic introduction to tides including analysis and prediction. These are all valuable and
useful books.

In addition there have been various manuals for specific analysis and prediction computer
programs, which primarily provide instructions on how to run those programs, but sometimes also
provide additional useful information related to the particular statistical technique and/or tidal theory
behind it. A good example are the manuals written by Mike Foreman (Foreman, 2004a, 2004b).

The present book is positioned somewhere between the manuals mentioned above (both inside
CO-OPS and outside) and the more theoretical texts, books, and papers also mentioned above. It
is like a manual in its “how to” slant, while still providing a good deal of theoretical background,
both astronomical and hydrodynamic. That theoretical background, however, is provided in the
context of helping the reader carry out better tidal analyses and produce more accurate tidal
predictions. Although the emphasis is on harmonic and nonharmonic analyses, this book also
includes other methods of tidal analysis and prediction. It includes descriptions of the statistical,
astronomical, and hydrodynamic theories on which the analysis and prediction techniques are based,
and which must be understood for appropriate interpretation of the results. It includes practical
operational step-by-step instructions on how to carry out an analysis and prediction, as well as
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specific things to look for in the data and in the hydrodynamic situation that could affect or even
compromise the results.

This book does not provide instructions on how to run specific computer analysis and prediction
programs, because such programs generally involve data formats and particular parameters that
require certain values, and there are technical reports or in-house manuals for that purpose.
Knowing how to run a computer program is different than understanding what the program is doing,
how to choose the data properly, and how to use the results. This book also does not repeat the
elaborate mathematical derivations of the equations dealing with the tide producing forces or the
astronomical aspects of the various analysis techniques (found in Schureman, and in papers or
reports by Ferrel, Harris, Doodson, Cartwright, and many others), but references are given. This
book also may not cover some theoretical aspects of the tides included in some textbooks. The
emphasis here is on the knowledge required to carry out the most accurate tidal analysis and tidal
prediction possible for a particular set of water level or current data, and to interpret the results.

1.3 The Uses for Tidal Analysis and Prediction

There are various causes of changes in water level and currents, but for most coastal and marine
inland waterways the astronomical tide is usually the dominant cause. The tide and tidal current are
by far much more predictable than changes in water level and currents caused by changes in the
wind (usually the second most dominant cause, except during storms when it dominates the tide),
changes in atmospheric pressure, changes in river flow (which can be dominant during spring runoff
periods), or changes in density (caused by changes in temperature and salinity). Throughout the
centuries, because of the tide’s usual dominance and its predictability, changes in water level have
often been simply referred to as “the tide” even when other effects were included. Extreme changes
in water level that cause flooding during a storm are still often referred to as the storm tide, even
though the wind component (the storm surge) is often larger than the astronomical tide component.
For any situation where there has been a need to know the water level, the mariner has typically
used a tide prediction, even in place of an actual water level observation. Recently, however,
mariners have begun using real-time water level information [from systems such as CO-OPS’
Physical Oceanographic Real-Time System (PORTS)] when making on-the-water decisions,
although they still rely on tide predictions for planning purposes.

There are a whole host of needs for water level information. The most frequent use was (and
probably still is) for navigation. For a deep-draft vessel especially, having sufficient water depth
under its keel is critical so that it does not run aground. Many large vessels, such as tankers, cargo
ships, and container ships, plan their departure from or arrival at a port to coincide with the time of
high water, and thus critically depend on tide predictions. Even in waterways where real-time
systems like PORTS are used to provide more accurate information about actual water level values
(which includes wind and other effects), it is still the tide prediction that is used for advanced
planning. When hurricanes or storms are projected to hit a coast and cause flooding, the height of
the tide during its landfall is critical to how much flooding there will be (and to whether the National
Weather Service will issue coastal flood warnings). For areas with large tide ranges, there will be
less damage if a storm makes landfall near the time of low water. Tide predictions are thus used for
emergency management planning. The tide often determines the type of habitats that can exist in
specific locations or the degree to which waves can erode beaches or harm a wetland. Since the
depth soundings and the shorelines depicted on all nautical charts are referenced to a tidal datum
(a vertical reference level based on the average high or low tides), tide predictions are also critical
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during the hydrographic and photogrammetric surveys that obtain the data for those charts. Even
today as hydrographic/bathymetric and shoreline surveys make use of real-time water level
observations and the global positioning system (GPS), tide predictions are still important for
planning the surveys.

Often it is information on currents that is needed, and here again for most coastal and marine
inland waterways it is the tidal current that is the dominant component, and the component that is
far more predictable than the wind-driven component or the gravitational component (caused by
salinity differences up an estuary). There are many reasons for wanting to know the currents.
Navigation again is one use, since strong currents can greatly affect the maneuvering of a ship
(especially when docking), so much so that the prediction of slack water is an important
requirement. In some narrow channels where large vessels must pass each other in opposite
directions, the right of way is given to the ship moving with the fair tide (i.e., to the ship moving
with the tidal current) because it has less maneuverability. Tidal current predictions are often used
to determine this. Currents are critical for transporting oil spills, flushing pollutants from a harbor
or estuary, transporting particular species of marine life, and stirring up and transporting sediments
(and attached pollutants). Tidal current predictions are therefore used by responders to oil spills,
environmental managers, fishermen, and ecologists, to name just a few.

Today numerical hydrodynamic computer models are used for a whole range of activities from
water quality modeling to coastal engineering to harmful algal bloom landfall forecasts. Tide
predictions are needed as a primary forcing to run such models, which are used to provide forecasts
and to produce scenarios for planning.

Ironically the most accurate tidal predictions are sometimes needed for studies where the tidal
signal must be removed from data records, for example, for global sea level studies dealing with
seasonal-to-interannual phenomena such as the El Nifio Southern Oscillation (ENSO), or for studies
of basin-scale circulation using satellite altimetry. It is especially important for removing the tidal
aliasing from satellite altimetry data, which not only have large time intervals between data points
at a specific geographic location (from 3 to 20 days, depending on the satellite) but can have orbit
errors that fall in the tidal frequency bands. In these applications centimeter accuracy is required.
For tsunami warning systems, water level station observations during tsunami events are detided
using predicted tides so that the signature of a tsunami wave can be more clearly seen in the data
record.

1.4 Brief Historical Background

Only a very brief historical background on tidal analysis and prediction is included here. For
amuch more complete treatment see Cartwright (1999), as well as a much earlier but also interesting
work by Harris (1897). Hicks (1967) presents a history dealing specifically with the Coast Survey,
which was renamed the Coast and Geodetic Survey (C&GS), of which CO-OPS’ predecessor
organizational units were a part. Zetler (1987, 1991) extends that history another 20 years, by which
time C&GS had become the National Ocean Service (NOS) and was part of NOAA. [Prior to this,
NOS was briefly known as the National Ocean Survey, when it was part of the Environmental
Science Services Administration (ESSA).]

Tidal prediction is the oldest form of ocean prediction, and is still the most accurate. The two
earliest tide tables that have so far been discovered were for the tidal bore in the Tsientang River in
China in 1056 and for London Bridge on the Thames River in England in the early 1200's. The long
history of tide prediction is a result of the long-recognized correlation between the tide and the
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changing position and phases of the moon. That correlation was obvious even to ancient
civilizations. Centuries ago mariners invented rule-of-thumb techniques for tide prediction, which
were often treated as treasured family secrets and passed on to the next generation. Beginning in
the late 1700's fairly sophisticated nonharmonic techniques using various lunar characteristics were
used to predict the tide. For example, for a particular place, high tide might occur a certain number
of hours after the moon was directly overhead, and the highest (spring) tide might occur a certain
number of days after full moon or after new moon. In 1752 Daniel Bernoulli produced the first
practically reliable tide table in France using luni-tidal intervals (see Section 2.2.5) that took into
account the moon’s elliptical orbit (see Section 2.2.1). In 1832 John Lubbock produced tide tables
in England using a nonharmonic method that also included the effect of lunar declination (see
Section 2.2.1).

It was not until 1867 that the much more accurate harmonic method was developed by Sir
William Thomson (later called Lord Kelvin) (1869, 1881). This was 180 years after Sir Isaac
Newton first explained how tides are generated by the gravitational effects of the moon and sun, and
91 years after Pierre Simon Marquis de Laplace first suggested representing the tide as a series of
harmonic oscillations. The harmonic method was modified and improved by George Darwin (1883)
and Arthur Doodson (1921, 1928) in England. In the U.S., William Ferrel (1874) in the Coast and
Geodetic Survey developed harmonic analysis and prediction totally separate from the work of
Thomson and Darwin, Ferrel basing his work on the papers of Laplace as had Thomson. This work
was further improved and added to by Rollin Harris (1897-1907). About twenty years later, at the
same time that Doodson was carrying out his tidal work in Britain, Paul Schureman was also
working out the needed astronomical equations and Fourier techniques for harmonic analysis and
prediction (Schureman, 1924).

Understanding that all the energy in the tide is found at particular frequencies (mostly in the
semidiurnal and diurnal bands) these researchers used a harmonic method to analyze a time series
of water level measurements and to determine how much energy is at each of these tidal frequencies,
for the specific location of the water level measurements. [Back then such water level measurements
were made by hand by noting where the surface of the water was with respect to a long graduated
staff permanently mounted on the side of a pier or some other solid structure.] They represented the
contribution to the tide of the energy at each tidal frequency using a tidal harmonic constituent, for
which there was an amplitude and a phase lag (called an epoch), which were referred to as harmonic
constants. The amplitude is the maximum height that a tidal constituent contributes to the tide, and
the epoch is the time when this maximum constituent contribution occurs (relative to a reference
time, such as the moon’s transit over a local time meridian). By combining the amplitudes and
epochs of all the tidal constituents, one can predict the tide at any time on any day of any year.

In that pre-computer era Thomson came up with an ingenious way to automate tide predictions
using harmonic tidal constituents. He invented a mechanical analog tide predicting machine, a
machine made up of dozens of gears and pulleys, with a wire running over all the pulleys and then
connected to a pen touching a moving roll of paper. Each tidal constituent was represented by one
gear with a pin and yoke arrangement that turned the rotating motion of the gear into an up and
down motion, moving a pulley up and down and thus providing that constituent’s contribution to
the tide curve being drawn by the pen on the moving roll of paper (see Figure 1.2). The machines
built to predict the tides were made out of brass and were finely crafted. Thomson’s first tide
predicting machine was built in London in 1872 by the Légé Engineering Company and summed
the contributions of the ten most important tidal constituents. Inthe U.S., Ferrel was not far behind,
designing a 19-constituent machine for the U.S. Coast and Geodetic Survey that was built in
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Figure 1.2. Gear and pulley system of an early analog tide
predicting machine. Each gear and pulley combination represents
one tidal harmonic constituent. The wire running over all the
pulleys sums the motions and moves a pen on a moving roll of paper
to draw the tide curve.

Washington in 1882 by Fauth & Company. Ferrel’s machine directly predicted high and low waters
instead of tide elevations. In 1894 in the U.S., Rollin Harris designed a second tide predicting
machine, which was completed in 1912 in the workshops of the U.S. Coast and Geodetic Survey.
It used 37 tidal constituents and predicted tide elevations or tidal currents (see Figure 1.1).

By the time that World War II broke out in 1939 many maritime nations had one of these
huge brass tide predicting machines, and accurate tide predictions for the major ports of the world
were commonplace. However, it still required a major manual effort to harmonically analyze water
level data in order to calculate the tidal harmonic constants that would be represented by the
numerous wheels on one of these machines. The records from the tide gauges used at that time were
long analog strip-chart graphs from which hourly heights were scaled off and written onto specially
designed forms, along with the times and heights of high and low waters. To perform a harmonic
analysis, a series of “keys” or stencils were overlaid. These stencils were sheets of paper with holes
revealing only particular observations for use in subsequent summation of a particular constituent
onto another form. This manual iterative process could take a week or more to harmonically
analyzed a year’s worth of data. It takes seconds on a computer today.

The brass tide predicting machines were used by numerous countries until the mid 1960s when
computers took over. Today both tidal analyses and tidal predictions are done on high-speed
computers, but the statistical techniques used do not differ that much from those earlier methods,
although there have been refinements based on modern numerical techniques.

Likewise there have been improvements in obtaining water level data. The tide staff attached
to a pier was eventually replaced by a stilling well (to damp out wave action) with a float inside,
which was attached to a wire that moved a pen on a moving roll of paper. More recently, acoustic
methods have been commonly used, where the height of the water surface relative to some reference
point above the surface can be determined by the time it takes sound to reach the water surface and
reflect back. Other techniques have also been used such as satellite altimetry, GPS receivers on
buoys, laser systems, and radar systems. (More information on water level measurement is found
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in Section4.1.3. Current data measurement methods are briefly discussed in Section 5.3.3.) Modern
communication techniques and the Internet have made real-time systems such as PORTS a reality.
Most important for data analysis, data from these modern systems are obtained in real time, so that
quality control procedures can spot malfunctions that might have led to weeks of bad or missing data
in self-recording instruments.

In the U.S. the first published tide predictions appeared in The American Almanac in 1830. They
were produced by the U.S. Coast Survey, the nation’s first scientific agency, established in 1807 by
Thomas Jefferson. These predictions consisted merely of high water predictions for Boston, New
York, and Charleston, along with time differences for 96 other locations, along with the spring range
predictions for 84 locations. (see Hicks, 1967). Low water predictions were not included until 1887.
In 1844 tide notes began to appear on nautical charts. Finally in 1867 the first official U.S. Tide
Tables were published, produced by the Tide Division of the Coast Survey, the first national
government agency to take responsibility for publishing tide predictions (in Great Britain tide tables
were produced by private companies; Cartwright, 1999, p.91).

In 1885 tide predictions in the U.S. were produced for the first time using the brass analog tide
prediction machine designed by Ferrel. This was the first time the harmonic prediction method was
used in the U.S., in this case accounting for 19 tidal constituents. (Prior to 1885, daily predictions
had used a nonharmonic method making use of lunitidal intervals.) In 1887 low waters began to be
predicted, and three years after that, tidal currents began to be predicted. In 1912 the Ferrel machine
was replaced by the Harris-Fischer tide predicting machine, which used 37 tidal constituents. In
1923 tidal current predictions were published in two volumes separate from the four volumes of tide
predictions. In 1966 electronic computers finally replaced the Harris-Fischer analog tide predicting
machine in producing the nation’s Tide and Tidal Current Tables, using a program written by Harris,
Pore, and Cummings (1965). Since that time numerous improvements and additions have been
made to tide and tidal current analysis and prediction in the Coast and Geodetic Survey and its later
reincarnations (as government agencies were reorganized) leading to the present Center for
Operational Oceanographic Products and Services (CO-OPS) in the National Ocean Service (NOS)
in the National Oceanic and Atmospheric Administration (NOAA) in the U.S. Department of
Commerce (DOC). These improvements and additions are mentioned at appropriate places in the
following chapters of this book.

1.5 The Importance of Hydrodynamics

The traditional harmonic tidal prediction methods mentioned in the last section ignore
hydrodynamics (that is, the physics of the water movement). They rely only on a knowledge of the
astronomically produced tidal frequencies. The forced hydrodynamic system guarantees that tidal
energy in a water level data time series (or a current data time series) will appear only at those
particular astronomical frequencies. All that is required then to make an accurate tide or tidal
current prediction at a particular location is a water level data series (or current data time series) that
is long enough so that, when it is harmonically analyzed, the most important of these lunar and solar
tidal frequencies can be resolved, and an amplitude and epoch (phase lag) can be determined for
each tidal constituent.

As a tide wave propagates in the ocean, onto the continental shelf, and up into bays and
estuaries, the hydrodynamics of these bodies of water (e.g., full and partial reflections, continuity
effects, inertial effects, and frictional damping, all of which are discussed in this book) affects the
tide range and phase lag of the tide, and the amplitude and epoch of each of the tidal constituents.
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In shallow waterways the hydrodynamics, through various nonlinear processes, also transfers tidal
energy to new tidal frequencies. However, these new frequencies can be determined, and additional
shallow-water tidal constituents can then simply be included in the harmonic analysis. The details
of how these overtides (higher harmonics of the astronomical constituents) and compound tides (new
tidal constituents resulting from the interaction of two or more astronomical constituents) are
actually generated have often been ignored. In some cases the mechanisms that produced them were
not even fully understood, and the shallow-water constituent frequencies were merely determined
by adding or subtracting astronomical frequencies. Not understanding the nonlinear hydrodynamics
that generate these constituents can cause problems in tidal prediction accuracy for years other than
the one whose data were analyzed. Improvements in tidal prediction have come about as a result
of taking hydrodynamics into account.

In recent years numerical hydrodynamic models, which include all the necessary ocean physics,
have been used to produce tide and tidal current predictions. These models have the advantage of
being able to provide predictions at hundreds and even thousands of locations. This is especially
beneficial for tidal currents, which can vary dramatically over short distances. For example, tidal
currents near the sea bottom can be very different in speed and direction than those near the water
surface. Tidal currents can also be quite different in a channel and in the shallows just a few feet
away. Numerical hydrodynamic models can also inherently handle the nonlinear interaction
between the tide and nontidal phenomena such as storm surge and river flow. However, such
models still depend on having very accurate tide predictions to force the models at their seaward
open boundary. While these hydrodynamic models can provide predictions at an almost limitless
number of locations they are still rarely as accurate as tide predictions derived from a well-done
harmonic analysis at a location with a sufficiently long data time series. However, there will be
situations where a model should be able to provide better tidal current predictions than can be
obtained from harmonically analyzing current data. The degree of accuracy required, of course,
varies considerably with the application for which the predictions are to be used, and for many
applications the accuracies from numerical models are more than sufficient.

1.6 Organization of This Book

Chapter 2 begins with a general overview of the subject of tides that summarizes in introductory
terms both its astronomical and hydrodynamic aspects. This is intended to give the reader the big
picture first, so that when the material becomes more detailed, the reader will be able to understand
that material within a larger context. Since the astronomical and hydrodynamic aspects of the tide
are interrelated, it will be helpful to understand this connection before jumping right into detailed
astronomical theory followed by detailed hydrodynamic theory. However, because of this approach,
there may occasionally be some redundancy, as well as frequent references to other sections in the
book.

This overview (including many basic definitions) is followed by a section providing an
introduction to the astronomical aspects of the tide. It describes which frequencies have tidal energy
and the specific aspects of the moon’s orbit around the Earth and of the Earth’s orbit around the sun
which are responsible for this energy. This is followed by a section dealing with the hydrodynamic
aspects of the tide. It is the hydrodynamics (determined by the dimensions of the ocean, continental
shelves, bays, and rivers) that determines how large the tide range will be, how fast the tidal currents
will flow, the time of high and low waters (and maximum floods and ebbs and slack waters), and
the type of tide (that is, whether it is semidiurnal, diurnal, or somewhere in between). This section

11
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also explains how shallow water (through nonlinear processes) causes the transfer of tidal energy
to other frequencies, including higher harmonics of the original astronomical tidal frequencies and
the corresponding distortion of the tide and tidal current curve. These same nonlinear processes in
shallow water lead to interactions between the tide and various nontidal phenomena such as river
flow and storm surge. Finally, Chapter 2 ends with a section devoted to the special aspects of tidal
currents not found in the tide.

Chapter 3, before giving an overview of the various methods for tidal analysis and prediction,
explains the important effect that the length of the data time series has on the ability to resolve
nearby tidal frequencies. The longer the data time series is the more tidal energy that can be
accurately represented and the more accurate the tidal predictions will be. This chapter discusses
harmonic analysis (using either a Fourier technique or a least squares technique), the response
method, and several other frequency domain methods. It also discusses several nonharmonic
comparison analysis techniques, which are still important today because of their use in calculating
time and height differences for thousands of so-called subordinate stations (or secondary ports)
listed in tide tables, those differences being relative to a nearby (harmonically produced) reference
station. In addition, Chapter 3 covers tidal filtering (and detiding), spectral analysis, empirical
orthogonal function analysis, the importance of calculating consistently defined maxima and
minima, and the dominant meteorological energy found in the annual and semiannual tidal
constituents Sa and Ssa.

Chapter 4 describes in more detail the harmonic analysis of water level data including specific
things to look for in the data and in the hydrodynamic situation that could affect or even compromise
the results, including the potential effects of nontidal influences. It includes a discussion of methods
for analyzing short data time series, for which one could normally not obtain information about all
the required tidal frequencies. There is a discussion on assessing the quality of predicted tide series
produced with the harmonic constants that come out of the harmonic analysis. The chapter ends
with a detailed list of all the steps that should be taken to harmonically analyze water level data.

Chapter 5 is similar to Chapter 4, except that it deals in detail with the harmonic analysis of
current data. This chapter covers the same basic topics as the previous chapter, but prefaces this
discussion with an explanation of the special problems that one has to deal with in the analysis of
currents. It explains the use of tidal currents ellipses, and again ends with a detailed list of all the
steps that should be taken to harmonically analyze current data.

Chapter 6 deals in detail with four basic types of nonharmonic comparison analyses, including
how to deal with the variations of the time and height differences (or current speed ratios) that occur
throughout the month, and which can be quite significant if the subordinate station and reference
station are not similar enough in their harmonic makeup. Such variations translate into prediction
errors when these time and height differences (or current speed ratios) are used to make predictions
at a subordinate station. This chapter also ends with a detailed list of all the steps that should be
taken to nonharmonically analyze water level or current data.

Chapter 7 goes back to look again at tidal hydrodynamics, but in more detail than how it was
first presented in Chapter 2. The information in Chapter 2 was meant to provide enough
hydrodynamic background to allow one to make the best choices when statistically analyzing the
tides and tidal currents. Chapter 7 looks at the hydrodynamics more thoroughly in order to help in
the interpretation of the results that come out of this statistical tidal analysis, especially the spatial
variation of tidal parameters over a waterway. Such insights are gained through the use of simple
analytical hydrodynamic models, whose derivation from the equations of motion (which explain the
physics of the water movement) is also explained. These simple models allow one to understand
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why the tide range, times of high and low water, tidal current speeds, type of tide, and other features
of the tide change spatially in ways that ultimately depend on the length, depth, and width of the
waterway. This chapter also explains in more detail the nonlinear effects of shallow water on the
tides and tidal currents, and the nonlinear interaction between the tide and nontidal phenomena (such
as river flow and storm surge), making use of a nonlinear numerical model and a Fourier
decomposition of the equations of motion.

Chapters 3 through 6 describe statistical methods for predicting the tide and tidal current, but
Chapter 8 looks at the use of numerical hydrodynamic models for this purpose, and the situations
where such models may do a better job than the statistical methods. The chapter discusses both the
advantages and disadvantage of using such models. The chapter also explains the importance of and
the methods for proper forcing of a numerical model, as well as the importance of and methods for
tidal validation of such a model. Chapter 8 ends with a description of three important applications
where numerical hydrodynamic models are being used today.

Finally, Chapter 9 discusses in some detail the various products that have been created to present
tide and tidal current predictions. This includes, of course, tide tables and tidal current tables. It
also includes tidal current charts and the related tidal circulation and water level forecast atlases, as
well as the tide and light diagrams used for a special purpose in the past. The chapter ends with a
discussion of the advantages of harmonically produced digital tidal prediction products.
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2. Theory Behind Tidal Analysis and Prediction

2.1 Short Introductory Overview — the Big Picture

Before looking in depth at tidal analysis and prediction, a short overview of the entire subject
will be presented. This look at the big picture will allow the reader to put the specific discussions
to follow within a larger context — to see where it fits and how it is affected by other aspects of the
tide. This overview will begin with some basic tidal terminology to make sure that the reader is
clear on the specific meanings of some key terms.

2.1.1 Some Definitions

Tides are the periodic motion of the waters of the sea caused by the changing gravitational
effects of the moon and the sun as they change position relative to the rotating Earth (which will be
explained in more detail in Section 2.1.2). The tides in the oceans are actually very long waves
hundreds or thousands of miles long. Although produced by astronomical forces, their behavior in
the oceans and connected bays (and the size of the resulting water level oscillations) is determined
by hydrodynamics, that is, by the physics of the water movement. To fully understand and predict
the tides one must understand both its astronomical forcing and the hydrodynamics of the oceans,
bays, and rivers.

The vertical rise and fall of the water surface is usually referred to as the tide, while the
accompanying horizontal movement is referred to as the tidal current (or as the tidal stream in some
countries). In its simplest form (such as at the coast of an island in the open ocean) the plot of
changing tidal height looks like a sine wave, with the maximum height reached by the water surface
called high water, while the minimum height is called low water (see Figure 2.1.). In this figure the
sine curve oscillates above and below mean sea level (MSL). The difference in height between high
water and low water is the tide range. The period of this tidal oscillation is the time from one high
water to the next high water (or likewise, from one low water to the next low water) and is typically
12.42 hours for most waterways of the world, but can be 24.84 for some areas. The tidal frequency
is the inverse of the tidal period, and so is one complete tidal cycle in 12.42 hours, or 1.932 cycles
per day (cpd) [this referring to a solar day], or 2.0 cycles per lunar day [a lunar day being 24.84
hours long, as will be seen in Section 2.2.1]. Classically, in tidal science, frequency has been called
the angular speed. The angular speed is expressed in degrees per hour (°/hour), where 360° is equal
to one complete tidal constituent cycle. One can obtain the frequency in cycles per hour (cph) by
dividing its angular speed by 360° (to make it cpd, multiply by 24). The primary tidal frequency of
1.932 cpd is equivalent to an angular speed of 28.9841°/hour. However, tidal energy occurs at many
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Figure 2.1. A simple tide curve with some definitions of
terms. (A lunar day is approximately 24.84 hours, or two
tidal periods.)

frequencies, with each frequency being related to some aspect of the relative movements of the
Earth, moon and sun, due to the moon-Earth orbit, the orbit of the Earth around the sun, and the
rotation of the Earth on its axis.

The tide range varies from day to day throughout the month (see Figure 2.2). The most obvious
change correlates with the phases of the moon. Near the times of new moon or full moon the tides
have a larger range and are called spring tides. Near times of first quarter and third quarter the tides
have smaller ranges and are called neap tides. Springs tides occur when the Earth, moon, and sun
are all lined up, so that the tidal bulges caused by the moon and by the sun add to each other (see
Section 2.1.2). Neap tides occur when the moon and the sun work against each other.

There are other variations in tide range throughout the month which will be described in Section
2.2.1, such as due to the changing distance between the moon and Earth, or due to the changing
angle of the plane of the moon-Earth orbit relative to the Earth’s equatorial plane. From month to
month throughout the year there is also some variation in tide range on a smaller scale, due to the
changing angle of the plane of the Earth’s orbit around the sun relative to the Earth’s equatorial
plane, or due to certain of the monthly variations coming into and going out of sync. There are also
variations from year to year throughout the 18.6-year lunar nodal cycle which are smaller, on the
order of 5 to 10% of the average tidal range. The reasons for this variation will be discussed in
Section 2.2.1 and 2.2.4. Times of high water or low water are usually given relative to the moon’s
transit over a particular location or over a time meridian (time zone), which can be local or the zero
time meridian at Greenwich, UK (referred to as Greenwich meridian Time, GMT, or Universal time, UT).

The tidal current flow into a bay is called the flood current and the tidal flow out of a bay is
called the ebb current. If the bay or channel is very narrow, a plot of changing tidal current looks
like a tide curve except the sine curve is above and below a zero speed line, which serves the same
reference function as a datum does for the tide (see Figure 2.3). This reversing tidal current, like the
tide, is a one-dimensional scalar quantity. In one tidal cycle, the current goes from its maximum
positive value, maximum flood, through the zero current speed (called slack water) to the maximum
negative value, maximum ebb, and back again through slack water to maximum flood. The slacks are
usually referred to as slack before flood (SBF) and slack before ebb (SBE). [Alternative names for the
above, include flood strength, ebb strength, slack flood begins (SFB), and slack ebb begins (SEB).]
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Figure 2.2. Four tide curves showing how the tide range varies through the month.

These curves also illustrate different types of tides: a semidiurnal tide at Boston; a
mixed tide at both San Francisco and Seattle; and a diurnal tide at Dutch Harbor.
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Figure 2.3. A simple tidal current curve with definitions for a reversing tidal
current.

However, for wider waterways, and especially in the open ocean, the tidal current is a two-
dimensional vector property. For this rotary tidal current the direction of flow rotates around the
compass, the tip of the current vector tracing out an ellipse (or a circle in the open ocean). (See
Figure 2.4) This rotation is due to both the Earth’s rotation and certain geographic conditions.

In most waterways of the Earth, the rise and fall (and the flood and ebb) of the tide occur twice
a day, in which case the tide is referred to as a semidiurnal tide. In most locations, for at least half
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Figure 2.4. Examples of three rotary tidal currents and one reversing tidal current.
The first two are off an ocean coast and are idealized. The last two are within a bay
and are from actual data. In each example, each vector shows the speed and
direction of flow for that hour of the tidal cycle, but for the last two examples only
the tips of the vectors are shown (and connected).
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of every month, the two high waters on a given day are not exactly the same in height, nor are the
two low waters. The higher of each pair of high waters is referred to as higher high water (HHW)
and the lower as lower high water (LHW), and likewise for each pair of low waters, i.e., higher low
water (HLW) and lower low water (LLW). The height difference between two successive high
waters (that is between HHW and LHW) is called the high water diurnal inequality and the height
difference between two successive low waters (HLW and LLW) is called the low water diurnal
inequality.

When the diurnal inequality of two high waters (or of two low waters) is significant, then the tide
is usually referred to as a mixed tide. But even for a mixed tide the diurnal inequality can disappear
twice a month when the moon is over the equator (equatorial declination). In some waterways the
height difference between the two successive high waters or the two successive low waters becomes
so extreme that in reality there is only one high water per day and one low water per day, in which
case the tide is referred to as a diurnal tide.

When one refers to the type of tide, that means the tide is either semidiurnal, mixed, or diurnal.
(See Figure 2.2). However, one needs to be careful and very specific how one uses type of tide, for
it can be confusing. One should specify whether one is talking about the tide on a particular day at
a station, or whether one is classifying the station itself. For example, a station might be classified
as being mixed, but on a few days of the year the tide on a particular day at that station might be
diurnal. This will be discussed more in Section 2.2.5 and will include the use of harmonic tidal
constituents in trying to develop criteria for classifying stations with regard to the type of tide. The
type of tidal current may also be semidiurnal, mixed, or diurnal, but in many locations the type of
tidal current will be quite different than the type of tide because of the hydrodynamics (as will be
seen in Section 2.3.1).

The tide is not the only phenomenon in the ocean that produces variations in water level and
currents. Such variations can also be caused by changes in wind speed and direction, changes in
atmospheric pressure, changes in river discharge, and changes in water density (due to changes in
salinity and temperature). But these nontidal changes are not periodic like the astronomical tide and
are not nearly as predictable, since they are associated with changing weather (or, on slower time
scales, with changing climate). There are cases where there can be short-lived periodic currents due
to meteorological effects such as land breeze-sea breeze and inertial currents, both discussed in
Section 2.3.6. One will also see annual variations in water level and currents due to seasonal effects
on temperature and winds, which vary from year to year, as discussed in Section 3.7. Nontidal water
level changes caused by changes in the wind and barometric pressure are usually referred to as storm
surges (even when the wind speeds are below what might be considered storm level). The term sea
level is generally used for longer-period slower changes in water level. Mean sea level is the
average of water level measurements over some time period (such as a day, a month, or a year),
which averages out shorter-term oscillations like the tide.

The tide dominates our thinking about changes in water level, not only because it usually causes
the largest water level changes (except during storms), but also because it is very predictable
(especially in comparison to how well the weather can be predicted). After analyzing only amonth's
worth of water level measurements from a water level gauge the tide can be predicted quite
accurately (for that location) for years into the future. This high predictability is due to the tide's
periodic nature and our very precise knowledge of its astronomical forcing. The Earth-moon orbit,
the revolution of the Earth around the sun, and the rotation of the Earth on its axis involve periodic
motions with fixed and precisely known time periods. Tidal energy is found at the frequencies
determined by these astronomical motions.
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While it is the astronomical forcing of the tide that is the basis for the tide’s predictability, it is
the hydrodynamics of the tide that is responsible for the size of the tide range, the timing of high and
low waters, and the type of tide, as well as the speed and timing of the tidal current. It is the length,
width, and depth of the bay or river (and of any adjoining waterways) that control the
hydrodynamics. Because of the hydrodynamics, tide ranges, times/phase lags of high and low tides,
the tide regime, and the relationship between the tide and tidal current vary with horizontal
(geographic) distance throughout a waterway, especially in shallower water. The variation in tide
range over a waterway is usually depicted on corange charts and the variation in the phase lag of
high water is likewise depicted on cotidal charts. [See Figures 2.5 and 2.6.] As will be seen later
in this chapter and later in the book, such charts are useful in understanding the hydrodynamics of
the tide in a particular waterway.

In addition, it is because of hydrodynamics that tidal currents often vary significantly with depth
and with horizontal distance. In shallow waterways the hydrodynamics also transfers tidal energy
to new frequencies, and distorts the shape of the tide curve away from a perfect sine curve. These
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Figure 2.5. A corange chart showing the geographic variation of the tide range of the largest tidal
constituent M, (defined in Section 2.2.2) for the Strait of Juan de Fuca - Strait of Georgia, located
between the U.S. and Canada (from Parker, 1977).
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same shallow-water processes also lead to interactions between the tide and nontidal phenomena
such as storm surge and river discharge that can temporarily modify the tide for some period of time.

The largest tide ranges occur in shallow coastal waters, in particular, at the ends of certain bays
or along coasts with very wide continental shelves. (Why shallow water increases the tidal range
will be described in Section 2.3.1.) The increase in tide range and tidal current speeds that one sees
in the shallow waters of bays, rivers and straits can go to dramatic extremes if the circumstances are
right. Tide ranges greater than 50 feet (15 meters) can occur in Minas Basin in the Bay of Fundy
and at the southern end of Ungava Bay, both in Canada. Tidal ranges greater than 40 feet (12 m)
occur at locations such as the northern end of Cook Inlet near Anchorage, Alaska, in the Magellan
Strait in Chile, in the Gulf of Cambay in India, along the Gulf of St. Malo portion of the French
coast bordering the English Channel, in the Severn River in England, and along the open coast of
southern Argentina. Tidal current speeds greater than 15 knots (7.7 m/sec) occur in the Saltstraumen
Strait (on the western coast of Norway) and in Seymour Narrows (between Vancouver Island and
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Figure 2.6. A cotidal chart showing the geographic variation of the time (phase) of high water
for the largest tidal constituent M, for the Strait of Juan de Fuca - Strait of Georgia. The time
(phase) of high water is expressed in degrees of an M, cycle; dividing by 360° and multiplying
by 12.42 hours converts this to hours. It takes 5.2 hours (150°) for high water to progress from
the entrance to the head of the waterway. (from Parker, 1977).
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the mainland of British Columbia, Canada). Tidal currents of 10 knots (5.1 m/sec) are found in
South Inian Pass in Southeast Alaska and in Kanmon Strait, Japan.

When measuring the water level with a water level gauge (still referred to by many as a tide
gauge, because of the usual dominance of the tide) there must be a reference level for the
measurement of height of the water surface. This reference level is called a vertical datum. Vertical
datums have traditionally come in two categories: those based on tidally derived surfaces of high
or low water, called tidal datums, and those based on the gravity field of the Earth, called
orthometric datums. More recently a third category has become very important, the so-called 3D
or ellipsoid datums realized through space-based systems such as the Global Positioning System
(GPS).

A tidal datum at a particular location is generally defined as an average height of a particular
stage of the tide. To minimize all significant tidal variations (daily, monthly and yearly), a tidal
datum such as mean high water (MHW) is defined as the average of all the high water elevations
over a 19-year National Tidal Datum Epoch period (for example,1983-2001). Nineteen years is
selected because it averages out the variations in the tide due to the 18.6-year lunar nodal cycle
(explained in Section 2.2.4). Such a long time period also averages out most meteorological effects
on water level, which could bias a tidal datum computed from a shorter length data time series.
Even after averaging over a 19-year period there are some climatic variations that may not be
eliminated, and with the slow rise in mean sea level (due to land subsidence and/or global warming)
the National Tidal Datum Epoch is often updated after a number of years. Slow vertical land
movement also shows up as a slow change in mean sea level. The sea level change seen in a water
level record is actually a relative sea level change (i.e., relative to land). It can be made an absolute
sea level change only by subtracting out any land movement (such as glacial rebound, subsidence
due to sediment compaction, or tectonic movement). Upward land movement from glacial rebound,
for example, produces a lowering in mean sea level, while sinking of the land due to sediment
compaction produces a rise in mean sea level (which is sometimes confused with the rise due to
global warming).

Just as the tide regime varies with horizontal (geographic) distance, so do tidal datum elevations,
especially in shallower waters. They usually vary more rapidly in the horizontal direction than do
orthometric or 3D/ellipsoid vertical datums.

Tidal datums provide the vertical reference for bathymetry and shoreline on NOAA’s nautical
charts. There are many tidal datums (e.g., mean lower low water, mean low water, mean sea level,
mean tide level, mean high water, mean higher high water, etc.), but in the U.S. two of these are
most important — mean lower low water and mean high water. Chart datum on a nautical chart in
the United States is defined as the mean lower low water (MLLW) at each location, which is the
average of all the lower low waters over some time period, usually 19 years. Depth soundings on
a nautical chart are the depths below the chart datum, and the predicted tidal heights found in Tide
Tables are the heights above the chart datum. Adding the two together gives the total water depth
at that moment in time. The legal shoreline in the U.S. is the shoreline depicted on NOAA’s nautical
charts, which is the mean high water (MHW) shoreline. More specifically, each point on a MHW
shoreline represents the horizontal position of the land-water interface at the time when the water
level at that point is at a height equal to the MHW elevation value at that point (Parker, 2003).
Bridge clearances are also referenced to MHW.

These tidal datums also provide the legal definition of marine boundaries (see Figure 2.7).
MLLW, for example, is the dividing line between Federal territorial seas and State submerged lands,
and MHW is the dividing line between many State tidelands and private uplands. All tidal datums
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at a water level gauge are referenced to the land through geodetic leveling to a number of
benchmarks, which are brass markers driven into solid rock or other permanent structures. Tidal
datums can change over decades if the land subsides (or rises due to glacial rebound) or if relative
sea level rises due to effects such as global warming.

In some other countries the lowest astronomical tide (LAT) is used as chart datum. LAT is
defined as the lowest level which can be predicted to occur under average meteorological conditions
and under any astronomical condition (Pugh, 1987). There seems to be no generally accepted
method to determine LAT, although one commonly used technique is to select the lowest tide from
many years of astronomical tide predictions (often 19 years). Another method is to make predictions
for known astronomical extremes. LAT appears to have come into favor mainly because it eliminates
negative predicted low water values that occur occasionally in tide tables when MLLW (or MLW)
is used as the chart datum. LAT has been agreed to by members of the International Hydrographic
Organization for use on international charts and as a target chart datum for all countries. Although
the U.S. chart datum is MLLW, CO-OPS also calculates LAT and HAT (highest astronomical tide)
for reference stations in the U.S. Tide Tables based on 19 years of tide predictions (usually for the
National Tidal Datum Epoch, which is presently 1983-2001).

In addition to tidal datums, there are two important geodetic vertical reference systems —
orthometric datums and 3D/ellipsoid datums. It is important to know the relationship among all
three types of datums for modern application to surveying and mapping. Orthometric heights are
determined by geodetic leveling (surveying) relative to the geoid. The geoid is defined by a specific
gravitational equipotential surface which best fits (in the least squares sense) theoretical global mean
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Figure 2.7. Various tidal datums and their relationship to U.S. marine boundaries.
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sea level. The current orthometric vertical control system is the North American Vertical Datum
(NAVDSS), which was established by NOS’s National Geodetic Survey (NGS) in 1991. NAVDS88
is based on North American-wide adjustment of leveling observations holding fixed the elevation
of mean sea level at one water level station on the east coast of Canada. This replaced the older
National Geodetic Vertical Datum of 1929 (NGVD29), whose leveling adjustments were originally
adjusted to the local mean sea level elevations determined in 1929 at several water level stations on
the east and west coasts. Due to sea level change, crustal motion, subsidence and uplift, the loss
of bench mark networks and unwieldy adjustments, NGVD29 became severely outdated and
cumbersome to use. NGVD29 has often been used incorrectly as equivalent to present day local
mean sea level, mainly because it was the vertical reference datum used on topographic maps (e.g.,
from the U.S. Geological Survey). NAVDS&S should also not be used as equivalent to local mean
sea level. All GPS positioning data are referenced to one of many 3D/ellipsoid datums, which are
based on a geometric model, i.e., the ellipsoid. The ellipsoid is a two-parameter mathematically
modeled smooth theoretical surface that approximates the Earth’s surface without the topography,
i.e., it does not take into account irregularities such as mountains and ocean trenches that the geoid
attempts to model. Two frequently used ellipsoid datums, the North American Datum of 1983
(NAD 83) and the World Geodetic System of 1984 (WGS 84) differ by as much as two meters.
GEOIDO03, a geoid model developed by the National Geodetic Survey (NGS) in NOS in NOAA,
specifically relates NAD 83 ellipsoid heights to NAVD 88 orthometric heights. VDatum, a vertical
datum transformation tool developed in NOS (Parker et al, 2003), allows the transformation of
elevation data between any two vertical datums among a choice of 30 vertical datums, including
tidal datums, orthometric datums, and 3D ellipsoid datums. Use of tide prediction models in
producing VDatum will be described in Section 8.7.2.

In this section only some of the most basic terms have been covered. Others will be introduced
throughout the book. In Section 2.2.5 some of the definitions given above will revisited from the
perspective of their relationship to harmonic tidal constituents.

2.1.2 The Generation of Tides

The tides are caused by both the moon and the sun. Although the sun is about 27 million times
more massive than the moon, its effect is smaller than that of the moon since the sun is 93 million
miles away. This is because the influence of a celestial body (the moon or the sun) on the tides of
the Earth is directly proportional to the mass of that celestial body but inversely proportional to the
cube of'its distance from the Earth (for derivation of the formula with this relation, see Dean, 1966;
Defant, 1961, Pugh, 1987, Godin, 1988, or Forrester, 1988).

Although the moon appears to orbit around the Earth, the Earth and moon both actually revolve
around a common point, which, because the Earth is 82 times more massive than the moon, is inside
the Earth, but not at the Earth’s center (see Figure 2.8). At the center of the Earth there is a balance
between gravitational attraction (trying to pull the Earth and moon together) and centrifugal force
(trying to push the Earth and moon apart as they revolve around that common point). At a location
on the Earth’s surface closest to the moon, the gravitational attraction of the moon is greater than
the centrifugal force of the Earth (moving around the center of the revolving Earth-moon system).
On the opposite side of the Earth, facing away from the moon, the centrifugal force is greater than
the moon’s gravitational attraction. In a hypothetical ocean covering the whole Earth with no
continents (see Figure 2.8) there will be two tidal bulges resulting from these imbalances of
gravitational and centrifugal forces, one facing the moon (where the gravitational force is greater
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Figure 2.8. The Earth-Moon system (viewed from very high above the North Pole)
revolving around a common point. A hypothetical ocean is shown covering the entire
Earth (with no continents) with two tidal bulges resulting from the imbalances of
gravitational and centrifugal forces.

than the centrifugal force) and one facing away from the moon (where the centrifugal force is greater
than the gravitational force) .

However, the tide-producing forces that result from the difference between the moon’s
gravitational attraction and the centrifugal force of the Earth’s revolution around the center of the
Earth-moon system are actually quite small — much smaller than the Earth’s own gravitational force.
Thus, at the equator on the side of the Earth facing the moon, the tide producing force (which at the
equator is vertically upward from the Earth toward the moon) is so small compared to the Earth’s
gravitational force that it could not cause the tidal bulge. Further north or south of the equator,

North

N toward

the Moon

Figure 2.9. The tide generating forces (the thick black arrows) on the
Earth resulting from the difference between gravitation attraction (the
open arrows) and centrifugal force (the hatched arrows). The small thin
arrows are the horizontal components of the tide generating forces, which
tend to move the water into the two bulges.
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however, at another point on the Earth that is not directly under the moon, the small tide producing
force is still pointing toward the moon, but is no longer perfectly vertical relative to the Earth (see
Figure 2.9). At this point, the force toward the moon can be separated in a vertical component and
a horizontal component, the latter one being tangential to the Earth’s surface. This horizontal
component of the tide-producing force, though small, has nothing opposing it, and so it can move
the water in the ocean. One can see from Figure 2.9 that all the horizontal components tend to move
the water toward the equator, causing a bulge centered around the point that is directly under the
moon. Similarly, on the other side of the Earth another bulge results.

One can envision the Earth rotating under these two bulges in this hypothetical ocean that covers
the entire Earth. In one complete rotation in one day there will be two high tides (when under a
bulge) and two low tides (when halfway between bulges), and thus one tidal cycle would be
completed in approximately half a day (actually 12.42 hours, for reasons to be explained below).
However, this is an extreme simplification (called the equilibrium tide) used merely to show how
the tide generating forces change as the Earth rotates. Not only are the continents left out (which
affect the tides via hydrodynamics), but the equilibrium tide assumes that the oceans respond
instantly to the tide-generating forces, which they do not. However, as will be seen later (e.g., in
Section 4.2.1), the idea of a simplified equilibrium tide has sometimes been made use of in tidal
analysis and prediction.

Now continents are added and only one of the oceans is looked at with a bay connected to it (see
Figure 2.10). The tide-generating forces are too small to cause a tide directly in a small body of
water like a bay. Only in a large ocean are the cumulative effects of the tide-generating forces
throughout the ocean large enough to produce a tide. What is actually generated is a very long wave
with a small amplitude (i.e., a small tide range, the range equaling twice the amplitude), on the order
of'a foot or less. However, when this long wave reaches the reduced depths of the continental shelf,
there is a partial reflection of the wave, and the part of the wave that continues toward the coast is

Long Wave In
the Ocean

Figure 2.10. The tide generating forces cause by the moon and the sun
produce a very long wave of relatively small amplitude in the ocean. When
this long wave reaches the continental shelf, then the coast, and finally
propagates up a bay, it is amplified by an amount that depends on the depth
and length of the basins.
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increased in amplitude. At the coast another reflection further increases the amplitude of this long
wave, now reaching three feet or more along most coasts. When the wave moves up into a bay there
can be even more amplification depending on the depth, length, and width of the bay, with tidal
ranges reaching 15, 30, or even 50 feet for bays with the right dimensions. The propagation of this
tide wave is also influenced by the Coriolis force (due to the Earth’s rotation), which affects the tide
ranges. This will be discussed in Sections 2.3.1 and 7.5.

How large the tide range is depends on how close the natural period of free oscillation of the
basin is to the period of the tide-generating force. Much like a pendulum, which swings back and
forth with a specific period determined by its length, the water in a basin sloshes back and forth with
a specific period determined by its depth and length, which is called its natural period of oscillation.
If the natural period of the basin is the same as the period of the tide-generating force, then the
energy from the tidal forcing will be input in the same direction as the water is already moving and
the resulting tide range will be larger. This is called resonance.

The natural period of oscillation of a basin, depends on its length and its depth. The longer the
basin, the larger the period of oscillation, but the deeper the basin the smaller the period of
oscillation. The length has the greater effect. More precisely, the natural period of the basin, T,,
(for the special case of no friction) is given by the formula

T = 2L
(gD)”

where L is the length of the basin, D is the depth, and g is the acceleration due to gravity. (This
result ignores friction, which can have a very significant effect in shallow water, as will be seen in
Section 7.4.) The Atlantic Ocean is too wide for there to be resonance (its 19-hour natural period
being much longer than the 12.42-hour tidal period). The largest tide ranges in the world are in
shallower basins with just the right length and depth combination to have natural periods close to
the tidal period. Narrowing widths in rivers and bays also amplify the tide range due to a continuity
effect. These hydrodynamic effects will be discussed in more detail in Chapter 7.

While the hydrodynamics, as determined by the dimensions of the ocean, bays, and rivers,
determines the tide ranges and times of high and low waters, it is the astronomy that determines the
particular frequencies at which tidal energy will be found. Because the system is a forced
hydrodynamic system, the energy remains in those astronomically determined frequencies, and it
is because of this that tides are so predictable using the methods to be explained in this book. In the
next section these particular frequencies will be identified and their origins explained.

2.2 Astronomical Considerations

2.2.1 The Orbits of the Moon Around the Earth and the Earth Around the Sun

As mentioned above, because the ocean and connected bays are a forced oscillating system, the
tide will oscillate with the same frequencies as the astronomical tide-producing forces, which are
determined by the relative motions of the Earth, moon, and sun. There are many different tidal
frequencies because of the complex nature of the orbit of the moon around the Earth and of the orbit
of the Earth around the sun. Astronomers have very precisely determined all of the required
astronomical frequencies. The fact that tidal energy will always be at known frequencies allows one
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to predict the tide at a specific location for any time in the future, as long as there are data to analyze
to determine the amplitude and epoch (phase lag) for each important tidal constituent (the amplitude
and epoch not being known ahead of time because they are determined by the hydrodynamics).

If the moon-Earth orbit and the Earth-sun orbit were both circular and were both in the plane of
the Earth's equator, there would only be two tidal frequencies. One could then predict the tide using
only two semidiurnal tidal harmonic constituents (M, and S,, which are defined in Section 2.2.2).
However, the orbital motions are much more complicated. Both orbits are elliptical, so the distance
between the moon and Earth changes throughout the month, and the distance between the Earth and
sun changes throughout the year. Both orbital planes are also at angles relative to the Earth's
equatorial plane. Because of the angle between the moon’s orbit and the plane of the Earth’s
equator, the moon appears to an observer on Earth to move north of the equator and then south of
the equator and back north of the equator over roughly a month (actually 27.3 days). Similarly, the
sun appears north of the equator half of the year (summer in the Northern Hemisphere) and south
of the equator the other half of the year (winter in the Northern Hemisphere). To further complicate
matters, the angles between the orbital planes and the equator also slowly change periodically over
the years. All these motions modulate (that is, periodically vary the strength of) the tidal forces,
so that tidal energy is spread out among many more frequencies (in addition to M, and S,).

The fact that the moon’s monthly orbit around the Earth is angled to the Earth’s equatorial plane
means that the moon will be over the equator only twice a month (equatorial declination). The rest
of the month the moon will appear either north or south of the equator and the two tidal bulges (on
the opposite sides of the Earth) will be asymmetric with respect to the axis of rotation (see Figure
2.11; here as in Figure 2.8, the idealized equilibrium tide is being considered, i.e., an ocean covering
the whole earth with no continents). As a result there will be a once per day inequality in the
elevation of the two high waters (and in the elevation of the two low waters) formed by the tidal
bulge at any given latitude. This asymmetric declination effect puts energy into diurnal tidal
frequencies. The strength of the resulting diurnal tide will vary in strength from zero when the moon

EQUATOR

Figure 2.11. When the moon is at maximum declination north or south
of the equator, the tidal bulges also shift north or south, and a location
on the Earth will rotate under two different height bulges. The result
will be a diurnal tidal component. In the real world with continents,
hydrodynamics will actually determine which waterways have stronger
diurnal signals.
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is over the equator, to a maximum value when the moon appears (to an observer on the Earth)
farthest north of the equator (northern declination) or farthest south of it (southern declination).

The fact that the Earth’s yearly orbit around the sun is at an angle to the plane of the Earth’s
equator means that the sun will be over the equator only twice a year, March 21* (vernal equinox)
and September 21% (autumnal equinox). The rest of the year the sun appears north of the equator
half of the year (summer in the Northern Hemisphere) and south of the equator the other half of the
year (winter in the Northern Hemisphere). The sun is farthest north of the equator on June 21*
(summer solstice) and farthest south of the equator December 21* (winter solstice). This also
produces diurnal tidal frequencies because the two tidal bulges caused by the sun (on the opposite
sides of the Earth) will be again asymmetric with respect to the axis of rotation (Figure 2.11 also
applies, with the moon replaced by the sun).

The fundamental astronomical periods of the motions of the Earth, moon, and sun are shown in
Table 2.1. This includes three types of day — the solar day (24.000 hours), the lunar day (24.8412
hours), and the sidereal day (23.9344 hours). These differ from each other with respect
to the reference for measuring one complete rotation of the Earth. The solar day is one complete
rotation with respect to the sun. The lunar day is one complete rotation with respect to the moon,
and is longer than the solar day because the moon revolves around the Earth in the same direction
as the Earth rotates, so the Earth must rotate a little farther (and longer) to catch up with the
revolving moon. The sidereal day is one complete rotation of the Earth with respect to the vernal
equinox, which in this context means the location of the intersection of the plane of the Earth’s
equator and the plane of the Earth’s orbit around the sun (called the ecliptic). The angle between
these two planes is 23'2°. The sidereal day differs only slightly from a day referenced to a fixed star
in space, and the vernal equinox is usually used as the primary reference point for astronomical
discussions.

Table 2.1 also includes the tropical month (27.3216 days), which is the period of the lunar
declination. It is the time it takes the moon to revolve around the Earth with respect to the vernal

Frequency
Description notation Period
(1/period) (mean solar units)

Sidereal day (one rotation wrt vernal equinox) Q 23.9344 hours
Mean solar day (one rotation wrt to the sun) W 24.0000 hours
Mean lunar day (one rotation wrt to the moon) W 24.8412 hours
Period of lunar declination (tropical month) W, 27.3216 days
Period of solar declination (tropical year) w, 365.2422 days
Period of lunar perigee Wy 8.847 years
Period of lunar node W, 18.613 years
Period of perihelion Ws 20,940 years

Table 2.1. The fundamental astronomical periods of the motions of the earth, moon,
and sun (reworked from Platzman, 1971). The frequency notation is referred to in Table
2.2 and in the text. (“wrt” = “with respect to”)
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Figure 2.12. The orbits of the moon around the Earth and of the Earth around the sun, as
viewed from a distant star. See text for discussion. (Modified from Dean, 1966)

equinox. In other words, it is the time it takes the moon to go from maximum northern declination
to the next maximum northern declination. There are also other types of months, the only difference
being the reference point against which the revolution of the moon is measured. If it is measured
with respect to the sun it is called the synodic month (29.5301 days, on average), which is the month
commonly observed when one notices the changing phases of the moon. This is longer than the
tropical month, because, due to the Earth’s orbit around the sun, it takes a little more time for the
moon to get back to the same position with respect to the sun.

The Earth-moon orbit is elliptical (Figure 2.12), so that the distance between them varies from
perigee (the moon closest to the Earth) to apogee (the moon farthest from the Earth). The period
from perigee to apogee to the next perigee is on average 27.5546 days. The elliptical shape of the
moon’s orbit also slowly changes, causing the position of perigee to slowly move over an 8.847-year
period. The angle between the plane through the moon's orbit and the plane through the equator
varies over a 18.613-year period. This is referred to as lunar nodal regression because the
intersection of the moon's orbital plane with the ecliptic, called the ascending lunar node, regresses
backwards along the ecliptic over this 18.6-year period (see Figure 2.13).
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Figure 2.13. The moon’s orbit and the sun’s orbit (the
ecliptic) with respect to the Earth’s equatorial plane. See text
for explanation of terms. (From Schureman, 1958)
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The tropical year (365.2422 days) is the length of time for the Earth to revolve around the sun
with respect to the vernal equinox. The orbit of the Earth around the sun is also elliptical, so that
the distance between the Earth and the sun varies from perihelion (the Earth closest to the sun; also
called the solar perigee) to aphelion (the Earth farthest from the sun; also called the solar apogee).
However, this orbit also very slowly changes, so that the position of perihelion very slowly moves
over a period 0f 20,940 years (too long to worry about in tide predictions, but important in long-term
climate studies).

A simplified schematic of the relative motions of the Earth, moon, and sun, from the view point
of a distant star is shown in Figure 2.12. In this figure one sees the plane of the moon’s orbit around
the Earth inclined at an angle of 5°9' relative to a plane through the Earth’s equator. The plane of
the Earth’s orbit around the sun (the ecliptic) is inclined to the plane of the Earth’s equator at an
angle of 23°27'. These same two orbital planes and the Earth’s equatorial plane are also shown in
Figure 2.13, but from the point of view of the Earth. Since one is used to seeing the moon and sun
overhead moving across the sky and around the Earth, using Figure 2.13 it is usually easier to
visualize the effects of the orbits on the tidal bulges. In Figure 2.13, o is the angle between the
plane of the Earth’s orbit (the ecliptic) and the plane of the Earth’s equator and equals 23°27'; it is
called the obliquity of the ecliptic. In the same figure, i is the angle between plane of the Earth’s
orbit and the plane of the moon’s orbit, and it is 5°9". 1 is the angle between the plane of the moon’s
orbit and the plane of the Earth’s equator, and it changes with the movement of the ascending lunar
node, which moves through one cycle in 18.6 years. Thus this angle goes from approximately 285°
to 18'2° and back in 18.6 years and has an important effect on the tide range.

The periods for the (three types of) day, month, year, lunar perigee, lunar node, and perihelion
are listed in Table 2.1. ®,, and o, through s in Table 2.1 are the notation for the equivalent
frequencies for these periods. As will be seen in Section 2.2.3, combinations of these frequencies
will produce the frequencies of all the tidal constituents (Table 2.2). Before examining Table 2.2
it will be instructive to see how the frequencies of some of the most important tidal constituents are
derived.

2.2.2 The Origins of the Largest Tidal Harmonic Constituents

As was mentioned in Chapter 1, the contribution to the tide by the energy at a particular
frequency is usually represented by a tidal harmonic constituent, for which there is an amplitude and
a phase lag (called an epoch). Harmonic tidal prediction involves the summing of a set of cosine
curves representing the various tidal harmonic constituents (see Section 3.4.2). The nomenclature
for most tidal harmonic constituents is to name each constituent with a capital letter followed by a
subscript indicating the approximate number of cycles per day for that constituent, for example M,,
S,, N,, K,, and O, (all of these constituents are discussed in this section). There are also a few tidal
constituents named with Greek letters (e.g., W, v,, A,, and p,), as well as compound tides, whose
names have more than one capital letter (e.g., 2MN,, 2MS,, MK, MN,, etc.) indicating the primary
constituents from which the compound constituent was nonlinearly generated by shallow water.
There are also long-period tides which tend to have names with a capital letter and one or more
lower case letter (e.g., Mn, Mf, Sa, Ssa, etc.). At the end of Section 2.2.3 there is some discussion
of where this naming convention came from.

This section will explain the origin of some of the most important tidal harmonic constituents,
namely, why there is tidal energy at a particular frequency and the particular aspect of the Moon’s
orbit or the Earth’s orbit that is responsible.
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The moon orbits around the Earth in the same approximate direction as the rotation of the Earth,
so that one lunar day (i.e. one complete rotation of the Earth with respect to the moon) is longer than
the 24-hour solar day, because, by the time the Earth has rotated the moon has revolved a small
distance. So a lunar day is 24.8412 hours long (1/®,). There are two tidal high water bulges on the
Earth, so the period of the largest semidiurnal lunar harmonic constituent, M,, is half a lunar day,
or 12.4206 hours. It’s frequency (1/tidal period) is 2, , which is (1/12.4206 hours=) 1.9323 cycles
per (solar) day.

The Earth turns under the sun exactly once every solar day, which leads to the main solar
semidiurnal tidal constituent, S, , with a period of 12.0000 hours. Its frequency is 2®,, which is
2.0000 cycles per day. Although the sun is approximately 27 million times more massive than the
moon, it is approximately 339 times farther from Earth than the moon, and since the tidal force is
inversely proportional to the cube of the distance, S, is usually much smaller in size than M,. When
the moon and sun are in alignment at new and full moons their tidal forces work together to produce
larger tide ranges (called spring tides). When the moon and sun are at first and third quarters they
work against each other to produce smaller ranges (called neap tides). In Figure 2.14 in the upper
plot, two sine curves, one representing the M, tide and one representing the S, tide, are plotted
together. In that plot they begin in sync, with their tide-producing forces adding to each other, thus
causing the larger spring tides seen in the lower plot (where the M, and S, contributions are
summed). After roughly 7 days the two sine curves in the upper plot are now out of sync and their
tide-producing forces are now subtracting from each other, thus causing the smaller neap tides seen
in the lower plot. After another 7 days they are back in sync and producing spring tides once again.
This sequence could represent going from full moon to third quarter to new moon, or likewise, going
from new moon to first quarter to full moon. The cartoon representation of the relative positions of
the Earth, moon, and sun for these two alignments of the moon and sun are shown in the upper most
part of Figure 2.14.

The Earth-moon orbit is elliptical, so that the distance between them varies over a 27.5546-day
period (1/[®,-w,]), from perigee (the moon closest to the Earth, and so a stronger tidal force) to
apogee (the moon farthest from the Earth, and so a weaker tidal force) and back to perigee. This
periodic change in the distance from the moon to the Earth modulates the lunar tidal force, that is,
it slowly increases and then decreases the tidal force over the 27.5546-day period. Such a
modulation of M, can be represented by combining it with another semidiurnal lunar tidal
constituent with a period of 12.6583 hours, which is called N,. [The effect of the 27-day variation
in the moon’s distance to the Earth is often referred to as the parallax effect. In this context parallax
is the angle between two lines from the center of the moon, one to the center of the Earth and one
to the surface of the Earth (tangent to the Earth’s surface). Because this angle is very small it is
approximately equal to the sine of the angle, which is equal to the ratio of the Earth’s radius to the
distance from the moon to the Earth. Since the parallax is a function of the distance to the moon,
the term is applied to tidal inequalities arising from this changing distance.]

The plots in Figure 2.14 can be used to illustrate the perigee-apogee effect, if, in that figure, S,
is replaced with N,, spring tide is replaced with perigean tide, and neap tide is replaced with
apogean tide. However, in using this figure it must be remembered that these are two very different
situations. The difference is that with the M, plus S, case, there really are two distinct effects being
added, the lunar tide and the solar tide. However, in the case of the changing distance between the
moon and Earth, that changing distance directly affects the amplitude of the lunar tide, and this
modulating amplitude of the lunar tide is being represented by adding an N, tidal constituent to the
M, tidal constituent. The stronger perigean tidal force is represented when M, and N, come into
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First
Quarter

Last
Quarter

M, tide (lunar)
e - §, tide (solar) M;and S,
T in phase
(Full Moon or
New Moon)

Height (in feet)

Height (in feet)

Figure 2.14. The combined effect of the moon and sun varies
throughout the month. When the moon and sun are working with each
other (at Full Moon and New Moon) there are larger tide ranges (spring
tides). At First Quarter and at Last Quarter the moon and the sun work
against each other resulting in smaller tide ranges (neap tides).

phase (leading to larger tidal ranges), while the weaker apogean tidal force occurs when M, and N,
are exactly out of phase (leading to smaller tidal ranges). However, that being said, if one carries
out a spectral analysis of a water level data series (that is, if one calculates how energy is spread out
over the entire frequency domain), one will find that to the left of the M, spectral line (1.9323 cpd),
there is another spectral line at 1.8960 cpd, which is the frequency of another tidal constituent, N,
(see next section). Thus, this is really more than just finding a convenient tidal constituent with a
frequency, that when added to the M, constituent, will produce the correct modulation. The perigee-
apogee modulation of M, actually transfers energy from M, to another frequency, N.,.

There are several times a year when lunar perigee is reasonably close in time to new or full
moon, the result being much larger tidal ranges called perigean spring tides. Similarly, much
smaller tidal ranges (called apogean neap tides) result when lunar apogee occurs near first or third
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quarter phases of the moon. With respect to the tide-producing forces S, should be larger than N,
and for many waterways it is, but for other waterways N, is larger than S,, this being due to the
effect of the hydrodynamics in such waterways that amplifies N, more than S,. They are both, or
course, much smaller than M, . (But even here there is an exception, at Tahiti, where the
hydrodynamics of the Pacific Ocean causes there to be a minimum in M, near Tahiti, allowing S,
to be of comparable size, and therefore leading to the very unusual situation of high water occurring
at approximately the same time every day. See Marmer, 1926.)

As mentioned in the last section, the plane of the moon's orbit around the Earth is at an angle
to the plane through the Earth's equator. As the Earth rotates under the moon, there will be times
of the month when the moon is north of the equator (Northern Declination), over the equator
(Equatorial Declination), and south of the equator (Southern Declination). When the moon is north
or south of the equator, one of the tidal bulges is more north of the equator and one is more south,
so that at a particular location on the Earth there will either be only one high water per day (a diurnal
tide), or, if there are two, they will be of different heights, the difference being the diurnal inequality
(for example, see the San Francisco tide curve in Figure 2.12). The diurnal lunar tidal forces
resulting from lunar declination are represented by two diurnal tidal constituents, O, and K,, with
periods of 25.8193 and 23.9345 hours (and frequencies of 0.9295 cpd and 1.0027 cpd). The
minimum combined effect of these two constituents occurs every 13.66 days (1/2w,), at the times
when the moon is over the equator. Their maximum combined effect occurs at maximum
declination. The sum of the O, and K, frequencies is equal to the M, frequency, so that the time
of the diurnal high water does not change with respect to the times of the two semidiurnal high
waters. (The maximum angle between the plane of the moon's orbit and the Earth's equator varies
from 18.3° to 28.5° over a 18.6-year period, the lunar nodal cycle; see Section 2.2.4 for further
discussion.)

As mentioned in the last section, the plane of the Earth's orbit around the sun (the ecliptic) is also
at an angle to the plane through the Earth's equator. Around December 21st the sun is furthest south
of the equator (December solstice) and around June 21st it is furthest north of the equator (June
solstice), the angle between the ecliptic and the equator reaching 23.5° in each case. December
solstice marks the beginning of winter in the Northern Hemisphere and the beginning of summer in
the Southern Hemisphere, and vice versa for June solstice. Around March 21st the sun is over the
equator (vernal equinox) and again around September 2 1st (autumnal equinox). This movement of
the sun north and south of the equator also leads to diurnal tidal constituents, which represent this
very slow modulation, in this case P, with a period of 24.0658 hours [1/(®ws-»,)]), and another K.
Thus, the K, used for tidal prediction has both lunar and solar parts. P, and the solar part of K, have
a minimum combined effect every 182 days, at vernal and autumnal equinoxes, and have their
maximum combined effects at winter and summer solstices.

Although with respect to the tide producing forces, K, and O, should always be smaller than M,,
there are in fact many waterways where hydrodynamics amplifies the diurnal constituents and/or
reduces the semidiurnal constituents, so that K,+O, is comparable to or larger than M,. In this case
the result is a diurnal tide, that is, one high water and one low water per day (see Sections 2.3.1 and
7.4.1).
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2.2.3. Derivation of Tidal Frequencies from the Basic Astronomical Frequencies —
Insights from Tidal Spectra

In the last section, with the exception of M, and S,, each of the other tidal constituent frequencies
looked at represented a modulation of the lunar or solar tide due to some orbital effect. That
modulating effect could be represented by using additional tidal constituents in combination with
M, or S,. For example, it was seen that the variation in tidal forces due to the elliptical shape of the
moon’s orbit (i.e., going from apogee to perigee) could be represented by adding N, to M,. It was
also seen that the diurnal variation in tidal forces due to the changing declination of the moon (i.e.,
the moon being north of and then south of the equator) could be represented by two tidal
constituents, K, and O,, in combination with M,.

It was also seen that the use of tidal constituents like N,, K,, and O, is more than just a
convenience. If one carries out a spectral analysis of water level data or current data (which
calculates the energy at all frequencies), one will find spectral lines clearly above the nontidal
continuum (see Section 3.1) at the exact frequencies of N,, K,, and O,. The modulation of the M,
tidal oscillation by the variation in the moon-Earth distance (from apogee to perigee and back) has
indeed transferred energy from the M, frequency to N, frequency. Likewise, the modulation of the
M, tide by the changing declination of the moon has also transferred energy to the K, and O,
frequencies. In a water level spectrum one will also find many more spectral lines, which are
additional smaller tidal constituents also produced by some variation in the moon-Earth orbit or the
Earth’s orbit around the sun. Now it will be explained where those constituents come from (and
Tables 2.1 and 2.2 will be more closely looked at).

First consider a typical spectral analysis of a water level times series (for example that shown
in Figure 2.16). The longer the data time series the smaller the interval one can have as one moves
along the frequency domain from zero frequency (i.e., the mean energy over the time series length)
to the highest frequency for which energy can be calculated. The resolution frequency is simply the
reciprocal of the length of the time series. The highest frequency for which energy can be calculated
is determined by the sampling rate, At , and is known as the Nyquist frequency, defined as fi=1/(2
At). For example, for a time series with an hourly sampling rate (At=1 hour) the highest frequency
in the calculated spectrum will be one cycle in two hours, i.e., fy, = 12 cycles per day (cpd). So for
looking at the tidal spectral lines at most stations, even those in very shallow water, an hour
sampling rate is usually more than adequate. However, there are a few shallow-water areas with
large tidal ranges where higher harmonics beyond 12 cpd can actually be detected. In such cases
a higher sampling rate is required. Water level gauges presently operated by CO-OPS usually have
a sampling rate of 6 minutes (which would allow one to do spectral analysis out to 5 cph or 120
cpd).

The Nyquist frequency is also called the folding frequency, because the energy at frequencies
above the Nyquist frequency affect the calculated energy at frequencies below the Nyquist frequency —
they fold back in. This is know as aliasing or folding. For example, Figure 2.15 shows a sinusoid
with a frequency (f) higher than the Nyquist freqency (fy). In such a case the sampled data points
take energy from different phases of the high-frequency sinusoid, and the result looks like a much
lower-frequency sinusoid (i.e., with a sinusoid with a frequency, fy — f, which is lower than the
Nyquist frequency). So if the sampling interval is too large, not only will the higher tidal
frequencies not be included in the spectrum, but that higher-frequency energy will actually be folded
back in (through the aliasing) and affect the values of the spectrum that can be calculated.
(However, one can sometimes use known aliasing to help reduce computations. See Section 3.5.2.)
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Figure 2.15. A demonstration of aliasing. The higher-frequency sine wave
has a frequency greater than the Nyquist frequency (namely, the sampling
interval is too large), so the data points (the small boxes) appear to describe a
much lower-frequency sine wave (see text).

A spectral analysis of an hourly time series that is a year long, will show us how much energy
is at frequencies from O cpd to 12 cpd, at frequency intervals of approximately 0.00274 cpd. Two
tidal constituents whose frequencies are closer to each other than 0.0027 cpd will, for this case, not
be separated and will be seen in one spectral line. (Actually, in Section 3.3 it will be seen that this
rule, the so-called Rayleigh criterion, may actually be affected by the signal-to-noise ratio of the
data time series, and for cases with high signal-to-noise may be too restrictive.)

Figure 2.16 shows the tidal bands from a typical spectral analysis of water level data, in this case
from Anchorage, Alaska. The tidal spectral lines are grouped in bands, one band for each tidal
species — semidiurnal and diurnal, as well as the higher harmonics (the overtides). The long-period
tides tend to be overwhelmed and hidden by low-frequency nontidal energy. The surface of the
ocean moves up and down due to other nontidal phenomena which do not have most of their energy
concentrated in a few frequencies. Thus, in the plot of a water level spectrum, the energy from
winds, atmospheric pressure, and temperature and salinity changes shows up primarily as a smooth
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Figure 2.16. A water level spectrum from near Anchorage,
Alaska, at the northern end of Cook Inlet, where the water is
shallow and the tide range large.
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continuous curve covering a broad range of frequencies, called the continuum, ranging from wind
waves at the higher frequencies to low-frequency storm surges at the lowest frequencies. The tidal
bands (or on a fine scale the tidal lines) rise above this continuum. The continuum curve at a water
level station near the coast or in a bay is often highest near zero cpd (which represents the mean of
the data time series), with the very low frequencies near zero cpd representing very slow changes
in the height of the water surface due to the effects of wind, atmospheric pressure, density changes,
and/or river discharge.

As Munk and Cartwright (1966) pointed out, in the language of spectroscopy (i.e., the study of
spectra) each tidal species shows three orders of “splitting”: monthly splitting, a finer yearly
splitting, and hyperfine splitting from long-period effects such as the variation in lunar perigee and
nodal regression. This “splitting” is another way of saying that modulation of the lunar and solar
tide producing forces by monthly, yearly, and longer-period variations adds additional spectral lines
to the tidal spectra, each line of which can be represented by a tidal harmonic constituent. In the
previous section, in describing how some of the more important tidal constituents are produced, it
was not mentioned that each modulation actually produces two additional tidal constituents (the
second usually much smaller) — and thus the term “splitting”. Thus, around each tidal spectral line,
a monthly variation will produce two additional spectral lines, one on each side, often referred to
as a pair of side-band lines. The longer the period of the modulating effect the closer the lines are
to the central line.

Thus, for example, the monthly modulation of M, due to the changing distance between the
moon and the Earth (the perigee-apogee effect of the Moon’s elliptical orbit), produces two
additional spectral lines around the M, spectral line, the N, and L, spectral lines. M, has a frequency
of 1/(12.4206 hr) =1.9323 cpd, and 0.0363 cpd to the left and right of this spectral line one will find
N, [1/(12.658 hr) = 1.8960 cpd] and L, [1/12.192 hr) = 1.9686 cpd], respectively.

Similarly, the yearly modulation of S, due to the effects of the elliptical orbit of the Earth around
the sun (the perihelion-aphelion effect) produces two additional tidal constituents around S,, both
0.0027 cpd from S,; the frequencies of T,, S,, and R, are respectively, 1.9973, 2.0000, and 2.0027
cpd (see Figure 2.17).

Likewise, the 18.6-year modulation of the lunar tidal forces due to the lunar nodal regression can
be represented by many additional tidal constituents, usually referred to as satellite constituents.
If one has 19 years of data, one can include these additional satellite constituents and not need to use
node factors (which will be discussed more in Section 2.2.4).

The modulating forces that produce additional semidiurnal and diurnal tidal constituents also
directly produce other smaller tidal constituents that have the same frequencies as the modulation.
For example, there is a tidal constituent Mm, the lunar monthly constituent, which has a period of
27.55 days (a frequency of 0.036 cpd) and is directly produced by variation in tidal force due to the
moon’s elliptical orbit. There is a tidal constituent Mf, the lunar fortnightly constituent, which has
a period of 13.66 days (a frequency of 0.073 cpd) and is directly produced by the variation in tidal
force due to the moon’s declination. There is a tidal constituent MSf, the lunar synodic fortnightly
constituent, which has a period of 13.77 days (a frequency of 0.068 cpd) and is also directly
produced by the variation in tidal force due to the moon’s declination. All of these long-term tidal
constituents are very small, and are often dominated by meteorological effects on water level and
currents that can put energy into these same frequencies. More important, however, nonlinear
shallow-water effects produce compound tides with the same frequencies as these fortnightly
andmonthly constituents, but with larger amplitudes. (See Section 2.3.2 and Table 2.4.) For
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Figure 2.17. Tidal spectral lines for the semidiurnal, diurnal, and long-period constituents (top
panel) and with greater resolution for the diurnal constituents (middle panel) and for the
semidiurnal constituents (lower panel).

example, the nonlinear interaction of M, and S, produces the shallow-water constituent MS with the
same frequency as MSf.

Also dominated by meteorological forces are the even longer-period and even smaller tidal
constituents directly produced by yearly variations in the orbits. Sa and Ssa are very small tidal
constituents directly generated by the nonuniform changes in the Sun's declination and distance (the
perihelion-aphelion effect). The solar annual constituent, Sa, has a period of 365 days (a frequency
0f 0.0027 cpd) and the solar semiannual constituent, Ssa, has a period of 183 days (a frequency of
0.0055 cpd). These constituents and their dominance in data time series by meteorological effects
will be discussed more in Section 3.7.

Although these and other additional tidal constituents represent the tidal energy at new
frequencies due to the modulating effects of the moon’s and Earth’s orbits, early tide researchers
found it convenient to think of each as being produced by a separate and distinct heavenly body, like
the moon and sun. This idea was first proposed by Laplace, who called it astres fictifs, or fictional
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celestial bodies, and the idea was then used by Thomson (Lord Kelvin). These celestial bodies
could be thought of as each moving in the Earth’s equatorial plane with a constant angular speed
(which may be one reason why the term “angular speed” was used in tides to mean “frequency”).
The more modern name for these fictitious heavenly bodies is satellites, and as was just mentioned,
this term has come into use again when carrying out 19-year or long harmonic analyses and using
satellite constituents instead of node factors.

The naming of the actual tidal constituents themselves (at the least the larger ones studied by the
earliest researchers) appear to primarily have come from Thomson and Darwin and used the letters
K, L,M,N,O,P,Q,R, S, and T. The logic for M for moon and S for sun is obvious. The letters
L and N for the two semidiurnal constituents with periods less than and greater than M, probably
were used so that alphabetical order matched the order of increasing tidal constituent period, and
similarly for R and T around S, but the reason for choosing the letters K, O, and Q seems less
obvious. In the U.S., Ferrel developed his own harmonic development of the tide completely
independent of Thomson and Darwin (but following on the work of Laplace) and had a totally
different naming scheme which involved only numerical suffixes. However, the British naming
system found favor and by the time Schureman first published his work on harmonic analysis and
prediction in 1924 he was also using the British naming system.

When harmonically analyzing the forces involved in the moon’s and Earth’s orbits, Doodson
(1921) came up with over 400 tidal constituents (admittedly most were very small). This remained
the standard reference work for tidal analysis and prediction for fifty years, until it was finally
recalculated and updated by Cartwright and Tayler (1971) and Cartwright and Edden (1973), who
used an ephemeris of high precision for the moon and sun and the latest [.A.U. astronomical
constants.

In Doodson’s and others” work, the harmonic development was actually done on the tide-
generating potential. The tide potential is related to the tidal force by the formula F=—VV , where
V stands for the gradient operator, which turns the scalar V into a vector F. It is mainly a
mathematical convenience, and one can think of the tide-generating potential as merely representing
the tide-producing force (see Godin, 1972).

Figure 2.17 shows some of the tidal spectral lines. For each tidal frequency there is a tidal
constituent for which the amplitudes and epochs (phase lags) are calculated during a harmonic
analysis of a data time series. Those amplitudes and epochs are then used to make tidal predictions.
Table 2.2 shows how key tidal constituents are derived from these fundamental astronomical
frequencies.

The classic Doodson number used in many tidal papers is a shorthand notation that indicates
which of the six frequencies, ®,, and ®, through w; from Table 2.1, are used to produce a particular
tidal constituent (e.g., the examples shown in Table 2.2). Doodson added 5 to each number (except
the first) to keep them from being negative. Cartwright numbers are the same as the Doodson
numbers but without the added 5's. The six digits of a Cartwright number are the multiplying
coefficients in front of the six frequencies ®;, and ®, through ®; from Table 2.1. Cartwright
numbers for each astronomical tidal constituent are given in Tables 3.2, A.1, and A.2.

2.2.4. The Origin of Node Factors and Equilibrium Arguments
As mentioned earlier, there are some very slow variations in the tide-producing forces with

periods on the order of many years. Most important of these is the 18.6-year variation in the angle
between the plane through the moon's orbit and the plane through the Earth’s equator (o, in Table 2.1).
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Symbol Period Speed (°/hr) Description Derived from Cogff.
Semidiurnal tides
K,* 11.967 hours | 30.0821373 declinational to M, | 2w; +2w, (=2Q) 0.0768
K,® 11.967 hours | 30.0821373 | declinational to S, | 2ws+2w, (=2Q) 0.0365
S, 12.000 hours | 30.0000000 | principal solar 2wg 0.4299
M, 12.421 hours | 28.9841042 | principal lunar 2w 0.9081
N, 12.658 hours | 28.4397295 | elliptical to M, 20, -(0,-w,) 0.1739
L, 12.192 hours | 29.5284789 | elliptical to M, 2w, +(w-ws) 0.0257
Diurnal tides
| 23.934 hours | 15.0410686 | declinational to O, | (w;-w)+2w, (=Q) | 0.3623
K;S 23.934 hours | 15.0410686 | declinational to P, | (wsw,)+2w, (=Q) | 0.1682
P, 24.066 hours | 14.9589314 | principal solar (ws-w,) 0.1755
0, 25.819 hours | 13.9430356 | principal lunar (w-w)) 0.3769
Q, 26.868 hours | 13.3986609 | elliptical to O, (W -w))-(w;-w;) 0.0722
Long-period tides
Mf 13.661 days 1.0980331 declinational to M, | 2w, 0.1564
Mm 27.555 days 0.5443747 elliptical to M, (w-0y) 0.0825
Ssa 182.621 days | 0.0821373 declinational to S, | 2w, 0.0729

Table 2.2. Tidal constituents and their origin from astronomical frequencies. The “speed”
is the angular speed, a classical form of frequency (see text). M, and S, represent constant
lunar and solar forces. The coefficient C gives a global measure of each constituent’s
relative portion of the tide potential (reworked from Platzman, 1971).

This is referred to as the lunar nodal regression because the intersection of the moon's orbital plane
with the ecliptic (the Earth’s orbital plane around the sun), called the ascending lunar node, regresses
backwards along the ecliptic over this 18.6-year period. Also significant is the 8.85-year variation
in lunar distance due to the rotation of the longitude of the lunar perigee (®, in Table 2.1). These
longer-term variations in the tide (and especially the 18.6-year variation) are clearly evident in water
level records. The 100-year record of monthly and annual mean tide ranges at Seattle, Washington,
in Figure 2.18, provides one example. In this figure one can see five complete 18.6-year cycles in
the plot of the annual mean tide range. These cycles are also observable in the plot of the monthly
mean tide ranges, although that graph shows much greater variability, probably due to the nonlinear
interaction effects of various nontidal influences on water level.
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These longer-term modulating effects can also be represented as tidal harmonic constituents, but
to do so one must use one or more additional satellite constituents for every lunar tidal constituent
already considered. The frequencies of these additional constituents will be extremely close in
frequency to those original constituents. (As was seen in Section 2.2.1, the spectral splitting due to
these very long-period effects puts small spectral lines very close to each tidal spectral line.)
Because these additional constituents are so close in frequency to the original constituents, one must
analyze a very long data time series, namely 18.6 years of data. When this is done, these additional
constituents are usually referred to as satellite constituents (see Zetler, et al, 1985; Amin, 1976; and
Foreman and Neufeld, 1991).

In the pre-computer era, analyzing 19 years of data was much too labor intensive, especially
since these additional constituents accounted for too little variation to be worth the large computing
effort. But oceanographers did not want to ignore their effects. The 18.6-year variation due to the
lunar nodal regression cycle can affect M, by as much as +4 percent, and K, by as much as +11
percent. So a method was devised that included the effect of the lunar nodal regression by including
it in a form that directly represents the modulation of each lunar tidal constituent. This method
involved using a multiplicative factor (usually called f ), one for each tidal constituent, as well as
a phase difference (U) that also varied over the 18.6 years. In Section 3.4.2 it will be seen that fand
u are explicitly included in the harmonic prediction equation.

The multiplicative factor f is called the node factor, even though this method is also used to
include the effect of the 8.85-year variation in lunar distance due to the rotation of the longitude of
the lunar perigee. Each node factor, for a specific tidal constituent, is a factor that multiplies the
tidal amplitude and fluctuates around 1.0. For M,, for example, it fluctuates from 0.963 to 1.038 and
back to 0.963 over thel8.6-year period. f has usually been obtained from a table created with the
appropriate astronomical formulas, such as Table 14 in Schureman, 1958 (a portion of which
originally appeared in Harris, 1897). Zetler (1982) extended this table through the year 2025.

In the U.S. a single value of f has typically been used for each year, for each tidal constituent,
that value being for the middle of the year, it being assumed that the variation in f was slow enough
that the midyear value could be used for the whole year. However, some oceanographers prefer to
use f values for every one- or two-month period. The largest variation in f over a 18.6-year period
(for the most important tidal constituents) is found in O, , which varies +18%, and in K, , which
varies £11%. (There is a 40% variation in Mf, but that constituent is usually relatively small and
usually overwhelmed by meteorological energy.) The variation of f for M, is +4%, but since in
many locations M, is often much larger than O, and K, it may only be the 4% variation with which
one is most concerned. Since this is a lunar effect, there is no direct nodal effect on solar
constituents such as S, or P, (but, as will be seen later, there may be nonlinear hydrodynamic effects
that can lead to variations in S, and P, over the 18.6-year cycle ).

The phase difference associated with the 18.6-year or 8.85-year modulations is also treated in
the U.S. as a constant for each year and is included as part of the so-called equilibrium argument,
which is described in Section 3.4.2. Schureman’s Table 15 provides the equilibrium argument
value for various tidal constituents for the beginnings of the years 1850 through 2000, the first
hundred years being taken from Harris, and Zetler extending it through 2025 (the u part of the
equilibrium is actually for the center of each year ). His Tables 16, 17, and 18 allow one to adapt
the equilibrium arguments (V + u) in Table 15 to any month, day, and hour, but in these tables the
U portion is still considered constant for an entire year. These tables apply to the Greenwich time
meridian, but can be modified to apply to other time meridians and other longitudes (see Section
3.4.2).
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Figure 2.18. A 100-year record of monthly (light line) and annual mean (dark line) tide

ranges at Seattle, illustrating the 18.6-year lunar nodal cycle (from Gill and Schultz, 2001).

In a traditional tidal prediction the amplitude of each tidal harmonic constituent is multiplied by
the node factor for the year that the tidal prediction is being made for. When a traditional harmonic
analysis is carried out, the resulting tidal constituent amplitudes are divided by the node factor for
the year that the data were obtained. (Or similarly, multiplied by the inverse of the node factor,
which Schureman calls the reduction factor and labels as F.) Although tables like those in
Schureman are often used, both the node factor and the equilibrium argument can be directly
included in harmonic analysis and prediction programs through use of the appropriate astronomical
equations. Of course, if a full set of satellite constituents is used, no node factors will be used, but
this is still typically not done for routine operational tidal predictions, and is primarily used only in
research activities.

Schureman (1958) and others used equilibrium theory when calculating the node factors and the
u portion of the equilibrium argument, but f and u can be affected by the hydrodynamics of the
oceans and adjoining waterways (see Section 2.3.4). However, except for the most precise analyses
and predictions, the use of f and u should be quite adequate. The use of satellite constituents, if one
has a 19-year data time series, will get around this problem, although it may take plots such as those
shown in Section 2.3.4 to understand and visualize the variation of each tidal constituent over the
19- (or longer) year period and the possible reasons for that variation.

2.2.5 Definitions Revisited, With Relationship to Harmonic Constants

In this section some of the basic definitions of various tidal quantities presented in Section 2.1.1
will again be looked at along with a some new ones. In addition, the relationship of these tidal
quantities to particular combinations of tidal harmonic constants will be looked at. Although most
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of these tidal quantities are typically derived directly from data, namely, from tabulations of
observed high waters and low waters, in some cases they can also be calculated from the amplitudes
and phase lags resulting from a harmonic analysis (although not always with a simple formula). For
shorter data series, the harmonic constituent method has sometimes been preferred, the assumption
being that it eliminates meteorological effects, which for a short data time series could contaminate
the results. On the other hand, if the data series is too short, the harmonic constants being used may
not be accurate enough (see Section 3.3). The harmonic method does have the advantage of
providing some insight as to where such quantities come from and how they may vary with time,
but generally these quantities are still usually obtained directly from long data time series. Much
of what is presented in this section is covered in more detail in Special Publication 260 (S.P.260)
(U.S. C&GS,1952), which includes some additional terms not covered here.

Type of tide was defined in Section 2.1.1 as being either semidiurnal, mixed, or diurnal, and
examples of stations that are semidiurnal, mixed, or diurnal were shown in Figure 2.1. However,
there was a caution given about the difference between applying this phrase (as well as the terms
semidiurnal, mixed, and diurnal) to the tide on a particular day at a station versus applying this
phrase to the station itself, in the sense of classifying that station as being semidiurnal, mixed, or
diurnal. A station might be classified as being mixed, but there will be days at that station where
there will be only one HW and one LW and thus the tide on such days would be called diurnal.

There have been a variety of definitions proposed for classifying a station according to type-of-
tide categories and these definitions make use of the tidal harmonic constants at the station. Such
definitions are usually based on the (K,+0O,)/M, amplitude ratio [or the (K,+O,)/(M,+S,) ratio], and
sometimes take into consideration the difference in their epochs (phase lags), usually defined as
72(M,°-K,°-0O,°). When using one of these type-of-tide classification schemes, one must remember
that the chosen classification is an overall one and does not apply to every day of the month.
Stations will look mixed (that is, have two unequal high waters a day) at one time of the month but
can look diurnal (have only one high water per day) at other times of the month. The combined
effect of the K, and O, contributions varies throughout the month. The maximum K,+O, combined
effect occurs once every 13.66 days, near maximum northern declination of the moon or maximum
southern declination (referred to as tropic tides). This occurs when the K, and O, constituent curves
are in phase and the maximum contribution is the sum of the amplitudes of K, + O,. Likewise the
phase difference between the M,, K, and O, contributions also varies throughout the month. Figure
2.19 (which is reworked from S.P. 260, 1952) shows examples of tide curves for particular
combinations of changing (K,+O,)/M, contribution ratios and changing 2(M,-K,°-O,°) contribution
phase differences, which show examples of semidiurnal, mixed, and diurnal tides.

In S.P.260 it is stated that if the (K,+O,)/M, ratio is less than 2.0, then the tide will be
semidiurnal all the time, no matter what the phase relation among M,, K,, and O,. Ifthe contribution
ratio is greater than 4.0, then the tide will be diurnal all the time, no matter what the phase relation.
However, these statements are being technically very picky, since they consider even a slight
indication of a second low water or of a second high water as making the tide mixed. But as one can
see in Figure 2.19, the curves for a ratio of 3.0 also look diurnal. And even the curves for a ratio of
2.0 look diurnal (but with what might be called double high waters or double low waters).

With regard to classifying a station as being semidiurnal, mixed, or diurnal, there has been a
difference of opinion with regards to a standard set of tidal constituent amplitude ratio values that
could be used for defining the type of tide at a station. The CO-OPS’ Tides and Currents Glossary
(CO-OPS, 2000) has for some time referenced the values used by Dietrich (1967), who gives four
classifications: (1) a semidiurnal tide, which has a (K,+0,)/M, tidal constituent amplitude ratio of
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less than 0.25; (2) a mixed, mainly semidiurnal tide, which has a ratio from 0.25 to 1.5; (3) a mixed,
mainly diurnal tide, which has a ratio from 1.5 to 3.0; and (4) a diurnal tide, which has a ratio
greater than 3.0. Using this classification scheme, the tide curve examples shown in Figure 2.1
include semidiurnal, mixed, and diurnal tide curves. Boston has an (K,+O,)/M, amplitude ratio of
0.19 and is semidiurnal. San Francisco (Golden Gate) has an (K,+0O,)/M, amplitude ratio of 1.03
and is mixed, mainly semdiurnal. Seattle has an (K,+0,)/M, amplitude ratio of 1.21 and is also
mixed, mainly semidiurnal (but with a stronger diurnal signal). Dutch Harbor, Alaska, has an
(K,+0,)/M, amplitude ratio of 2.07 and is mixed, mainly diurnal.

Dronkers (1964) references earlier ratio values given by the Coast and Geodetic Survey, which
are also given by Marmer (1926), which includes 0.5 as the upper limit for semidiurnal tides and 2.0
as the lower limit for diurnal tides, with mixed tides in between. Dronkers also states that the French
(in 1964) instead use the (K,+0,)/(M,+S,) tidal constituent ratio, and define semidiurnal as below
0.25, diurnal as above 1.25, and mixed as in between 0.25 and 1.25. Defant (1961) also uses
(K,+0,)/(M,+S,) ratios, but his categories are: semidiurnal for a ratio less than 0.25; mixed, mainly
semidiurnal for ratios between 0.25 and 1.5; mixed, mainly diurnal for ratios between 1.5 and 3.0;
and diurnal for ratios above 3.0. Parker (1977) uses Defant’s classification for classifying the type
of tide in his study of the tidal hydrodynamics of the Strait of Juan de Fuca - Strait of Georgia. The
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Figure 2.19. Tide curves for particular combinations of (K,+O,)/M, amplitude
ratios and phase differences (in degrees) defined as /2(M,-K,°-O,°). See text for
discussion. Each tick along the horizontal axis is two hours. (Reworked from
S.P. 260, 1952. The second row is also found in Zetler (1959), but with the phase
difference defined without the “/2”.)
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results are shown in Figure 2.20. The type of tide in this long deep waterway begins at the entrance
to the Strait of Juan de Fuca as mixed, mainly semidiurnal, then slowly changes to mixed, mainly
diurnal, and then slowly changes back to mixed, mainly semidiurnal up the entire Strait of Georgia.
The highest (K,+0,)/(M,+S,) tidal constituent amplitude ratio is 2.3 at Pedder Bay, a little southwest
of Victoria, British Columbia, Canada. The tide station at Victoria is classified as mixed, mainly
diurnal, but if one looks in the Tide Tables, the tide at Victoria with one HW and one LW on a given
day (thus being diurnal for that day) occurs 44% of the time. This percentage is an average for a
whole year, since it will vary from month to month. However, this again might be considered as a
technical fine point, since when one looks at the Tide Tables there are many days that show two
HWs and two LWs, but the LHW and HHW are close in value and the HLW between them is also
close in value, so that the tide looks diurnal with a double high water. Calling the tide diurnal on
days when this happens, the tides are actually diurnal 77% of the time at Victoria.

When the tide is mixed the order in which HHW, LHW, HLW, and LLW occur is called the
sequence of tide. Table 2.3 (reworked from S.P. 260) shows the sequence of tide for different phase
relationships among the contributions of M,, K,, and O,, this phase difference being the /2(M,°-K,°-
0O,°). Thus, for example, the sequence of tide might be HHW, LLW, LHW, HLW or it might be
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Figure 2.20. Chart illustrating the geographic variation in the (K,+O,)/(M,+S,) tidal
constituent amplitude ratio, as well as the type of tide classification for each region in the Strait
of Juan de Fuca — Strait of Georgia. (From Parker, 1977)

45



Tidal Analysis and Prediction

LLW, HHW, HLW, LHW, or situations where the two low waters are almost equal or the two high
waters are almost equal.

When there is a mixed tide, the diurnal effect can accelerate the time of high water, that is, make
high water occur earlier than if there was no diurnal effect, or retard the time of high water, that is,
make high water occur later. The acceleration or retardation of the high and low waters are also
indicated in Table 2.3 for different phase relations.

One can also see in Figure 2.19 examples of the sequence of tide and acceleration/retardation
of HW or LW indicated in Table 2.3. For example, in this figure when the phase difference of the
M,, K,, and O, contributions has become 45° and the contribution ratio is 0.5, one can see that the
sequence of tide is HHW, LLW, LHW, HLW, and that the HHW is accelerated while the LLW is
retarded (thus the tide rises more quickly to high water and falls more slowly to low water).

With all the various effects on the heights of high and low waters (and thus on the tide range)
and their timing, one ends up with a whole host of tidal definitions. Mean high water (MHW) is the
average of all the high waters over some time period, and similarly for mean low water (MLW). In
practice this time period is typically 19 years (the 18.6-year lunar nodal cycle rounded to the nearest
year) and is called the National Tidal Datum Epoch. The mean range of tide (Mn) is the difference
between mean MHW and ML W, in other words, the average of all the tidal ranges over some time
period. The average height of the high waters at spring tide is called mean high water springs
(MHWSY) or spring high water, and similarly for mean low water springs (MLWS). The (mean)
spring range (Sg) is MHWS minus MLWS and is the average range occurring at the time of spring
tides. It is larger than the mean range, but is used only if the type of tide does not have a strong
diurnal signal. In the latter case the diurnal range is used (see below). Analogously, the (mean)
perigean range (Pn) is the average range occurring at the time of perigean tides.

When there is a significant diurnal inequality, a different set of high and low water and tidal
range definitions is more useful. Mean higher high water is the average of all the higher high waters
for some time period (again usually 18.6 years), and similarly for mean lower low water (MLLW),
mean lower high water (MLHW), and mean higher low water (MHLW). The great diurnal range,

Table 2.3. Table showing the effect of the phase difference P = /2(M,’-K,°-O,°) on the
sequence of tide and the acceleration (acc) or retardation (ret) of the high or low water.

P =1"4(M,°-K,°-0,%) || I HW of day | 1 LW of day | 2™ HW of day | 2" LW of day
0° HHW same LW*  ret LHW same LW* acc
0°< P<90° HHW  acc LLW  ret LHW  ret HLW acc
90° HW* acc LLW same HW*  ret HLW same
90°< P<180° LHW acc LLW acc HHW ret HLW  ret
180° LHW same LW* acc HHW same LW*  ret
180°< P<270° LHW ret HLW acc HHW acc LLW ret
270° HW*  ret HLW same HW* acc LLW same
270°< P<360° HHW ret HLW ret LHW acc LLW acc
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or just referred to as the diurnal range, is the difference in height between MHHW and MLLW. The
(mean) tropic higher high water is the average of the higher high waters occurring at times of
maximum lunar declination, and likewise for the (mean) tropic lower low water. The great tropic
range (Gc), or just tropic range, is the difference in height between tropic higher high water and
tropic lower low water.

The timing of high waters has always been referenced to the moon’s transit, either over the
location of the tide gauge or over a time meridian. A lunitidal interval is the interval between the
moon's transit (upper or lower) over the local time meridian or the Greenwich meridian and the
following high or low water. (The transit is designated as upper transit when it crosses the time
meridian near the tide gauge, and as lower transit when it crosses the meridian that is 180 degrees
from the tide gauge location.) The mean high water lunitidal interval, or simply the high water
interval (HWI), is the average of all intervals between the moon’s transit and the following high
waters, for all phases of the moon, and similarly for mean low water lunitidal interval, or simply the
low water interval (LWI). When there is a diurnal inequality in the tide, separate intervals are
calculated for the higher high waters, lower high waters, higher low waters, and lower low waters.
These are designated respectively as higher high water interval (HHWTI), lower high water interval
(LHWI), higher low water interval (HLWI), and lower low water interval (LLWI). In such cases,
and also when the tide is diurnal, it is necessary to distinguish between the upper and lower transit
of the Moon with reference to its declination. Intervals referenced to the moon's upper transit at the
time of its north declination or the lower transit at the time of south declination are usually marked
a. Intervals referenced to the moon's lower transit at the time of its north declination or to the upper
transit at the time of south declination are usually marked b. There is also a historical term that is
sometimes still seen, the establishment of the port (also called the vulgar establishment), which is
the average high water interval on days of the New Moon and Full Moon. The term high water full
and change (HWF&C) is more often used today. HWF&C is typically ten or fifteen minutes earlier
than HWL.

There is usually a delay between the exact occurrence of new moon or full moon and the
occurrence of spring tides. That delay is called the age of the tide (or sometimes the age of phase
inequality or simply the phase age) and is often on the order of a day or two, but it can be negative
(that is, spring tide in some locations, due to hydrodynamics, can come before new moon or full
moon).

There are also a variety of other ages. The age of parallax inequality is the interval between the
exact time when the moon reaches perigee and when the maximum effect (of the smaller distance
between the moon and Earth) is seen on the tide range. The age of diurnal inequality is the interval
between the exact time when the moon reaches maximum northern declination or maximum
southern declination and the maximum effect of this upon the range of tide (the tropic tide).

All of these ages can be calculated from the relevant tidal harmonic constituent epochs. The age
of tide is the time required for the M, and S, tidal constituents to arrive at a phase agreement. It can
therefore be obtained by dividing the difference in their epochs by the difference in their frequencies
(i.e., their angular speeds). The resulting formula for the age of the tide is thus

Age of the tide (in hours) = 0.984 (S,° - M,°)

in which the epochs can be local or Greenwich. Similarly, the age of parallax inequality is the time
required for the M, and N, tidal constituents to arrive at a phase agreement. Again, dividing the
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difference in their epochs by the difference in their angular speeds, the formula for the age of
parallax inequality is thus

Age of parallax inequality (in hours) = 1.837 (M,° - N,°) .

And similarly, the age of diurnal inequality is the time required for K, and O, to arrive at phase
agreement, and the appropriate formula is

Age of diurnal inequality (in hours) = 0.911 (K,° - O,°)

Each of the types of tide range can also be defined according to the amplitudes of particular tidal
harmonic constants, but the formulas are not as simple as one might expect unless one is interested
in an approximate result. In S.P.260 one finds fairly elaborate formulas that require the use of a
form (Form 180) and tables in order to calculate values. Doodson and Warburg (1941, page 95) on
the other hand, provide much simpler formulas for what they term “approximate” values of the tidal
quantities. They give approximate values of the mean range of tide, the spring range, and the neap
range as:

Mean range =2M,
Spring range = 2(M,+S,)
Neap range = 2(M,-S,)

These formulas assume there are not significant shallow-water overtides, M, and M.

S.P.260, however, states that the mean range is actually a little larger than twice the M,
amplitude because of the effects of some other semidiurnal constituents (even ignoring the effects
of M, and My). It uses a table (Table 4, page 50) showing the effect of S, on the range of tide, and
another (Table 5, page 51) showing the effect of K, and O, on the range of tide. Zetler (1959)
provides approximate average values based on S.P.260 that are still quite simple and a small
refinement of the Doodson and Warburg values, i.e.,

Mean range (long period average) = 22M,
Spring range (at new and full moon) = 2.1 (M,+S,)
Neap range (at quadrature) = 2.1 (M-S,
Perigean range (moon closest to Earth) = 2.2 (M,+N,)
Apogean range (moon farthest from Earth) = 22M,-17N,
Tropic range (diurnal range at extreme declination)

for the special case of M, << (K,+O,) = 2(K,+0))

2.3 Hydrodynamic Considerations

Only the oceans are large enough for the tide-generating forces to directly produce a tide of
significant size. As the tide wave generated in the ocean propagates onto the continental shelf and
into bays and estuaries (Figure 2.10), it is hydrodynamics (determined by the dimensions of the
ocean, bays, and rivers) that becomes the critical issue. Itis the hydrodynamics that determines how
large the tide range will be and when the high and low waters will occur. It is the hydrodynamics
that determines how fast the tidal currents will flow and when slack waters will occur; and it is the
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hydrodynamics that determines how significant the diurnal signal will be compared with the
semidiurnal signal.

In terms of harmonic analysis and prediction, the tidal frequencies may be determined by the
astronomy, but the values of the amplitudes and epochs result from the hydrodynamics. Full and
partial reflections of the very long tidal waves, the nearness of basin lengths or shelf widths to
resonance for particular tidal frequencies, continuity effects, frictional damping, and
advective/inertial effects all affect the tide and tidal currents. Even very long-term variations such
as that due to the 18.6-year regression of the lunar node can be affected by nonlinear
hydrodynamics, so that 18.6-year variations in a tidal constituent may not exactly match the
variation expected from astronomical considerations.

In shallow waterways the hydrodynamics also transfers tidal energy, through various nonlinear
processes, to new frequencies, creating overtides and compound tides (especially within the
semidiurnal band). These so-called shallow-water tidal constituents can be larger than many of the
astronomically generated tidal constituents. These same nonlinear processes also lead to interactions
between the tide and other nontidal phenomena such as storm surge and river discharge, which must
be considered when analyzing water level or current data for the tidal signal. To fully understand
the tide and to be able to interpret the results of a tidal analysis, one must have a basic understanding
of tidal hydrodynamics, an overview of which is provided in the following sections. More details
will be provided in Chapter 7 as determined from mathematical models.

2.3.1 Hydrodynamic Effects On Tide Ranges and Phase Lags and Tidal Current Speeds

When the very long tide wave generated in the ocean reaches the shallow water of the
continental shelf and the even shallower water of the bays and rivers, it is slowed up, amplified,
modulated, and distorted by a number of hydrodynamic mechanisms.

To understand what happens to a tide wave in a bay or river, it is helpful to first look at two
opposite extremes in idealized waves. Neither of these tide waves actually exist in a real waterway,
because they ignore friction, but they are useful in visualizing a real tide wave, which is always
some where between these two extremes.

If there is no friction and a long tide wave enters an endless river (that is, this tide wave is not
reflected back at some point), that wave will propagate up the river as a progressive wave (see
Figure 2.21). For a progressive tide wave, the crest of the wave (namely, high water) moves
progressively up the river, as does the trough of the wave (namely, low water). In such a progressive
tide wave the maximum flood current (namely, when the current is flowing the fastest up the river)
occurs at the same time as high water, and the maximum ebb current (namely, when the current is
flowing the fastest down the river) occurs at the same time as low water. Slack water, when the
current speed is zero, occurs exactly half way between high water and low water. (In a real river
with the energy dissipating effects of bottom friction, such a progressive wave would be damped,
and thus would slowly decrease in amplitude, and high water and maximum flood current would not
coincide. For now, however, this discussion will assume that there is no friction.)

If the river is of constant width, the amplitude (tide range) of this frictionless progressive tide
wave will not change as it moves up the river. However, if the width decreases as one moves up
the river, then the amplitude (tide range) will increase, because the same amount of water is being
forced through a smaller opening. If the depth of the river decreases there is a similar though less
dramatic amplifying effect (which in the real world is generally out weighed by the increased
frictional energy loss due to the shallower depths).
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If this frictionless river is closed off at some point (e.g. by a dam) or there is a frictionless bay,
then the tide wave progressing up the river or bay will be reflected at the closed end, and will travel
back down the river or bay. This reflected wave is not observable by someone on the shore because
it is superimposed on the next incoming tide wave propagating up the bay, and it is the combination
of the two waves that is observed. The resulting combined wave is called a standing wave, because
the high and low waters do not progress up the bay (see Figure 2.22). The water surface simply
moves up and down everywhere at the same time, with the greatest tide range at the head of the bay.

With a standing tide wave, the tide range decreases as one move from the head of the bay toward
the ocean entrance, and if the bay is long enough, reaches a point where the tide range is zero (for
this idealized frictionless example), that point being called a node, and then starts increasing again
(see Figure 2.22). This node occurs at % of a tidal wavelength from the head of the bay. (In a
progressive wave, high water comes 2 a wavelength before low water, so if the high water of a
progressive wave travels a distance equal to % of a tidal wavelength up the bay to the head, where
it is reflected, and then travels Y of a wavelength back down the bay, it will have gone '2 a
wavelength and so coincide with low water of the next incoming progressive wave, and the two will
cancel each other out at that location, producing a zero tide range, the node.) For a standing wave,
high waters occur at the same time everywhere on one side of the node, which is the same time that
low waters occur on the other side of the node. The strongest tidal currents occur when water level
is near mean tide level, halfway between the times of low water and high water. At the times of high
water and low water there is no current flow (slack water). The water flows into the bay, stopping
the inward flow at high water, reverses direction, flows out of the bay until low water, at which time
it reverses again and starts flowing into the bay again.

One finds the largest tide ranges in bays that are exactly " of a tidal wavelength long, due to
what is called resonance. When the water in the bay is forced to move up and down by the tide at

1/2 tidal
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Figure 2.21. An idealized frictionless tide wave propagating up a river as a progressive
wave. High water occurs later as one moves upstream, and maximum flood occurs at the
same time as high water. The tidal wavelength is typically on the order of hundreds of miles.
(From Parker, 2004.)
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Figure 2.22. An idealized frictionless tide in a bay as a standing wave (the water level is
shown for two opposite extremes, high water and low). High water occurs at the same time
everywhere on one side of the node (the point of zero range) and maximum flood current
occurs half way between low water and high water. With friction there is no point of zero tide
range, only a point with a minimum tide range, and the times of high water progress slightly
up the bay. (From Parker, 2004.)

the entrance, it will freely oscillate (slosh up and down and back and forth) with a natural period that
depends directly on the bay’s length and inversely on the square root of its depth. If the basin has
the right combination of length and depth so that the natural period is exactly the same as the tidal
period, then the oscillation inside the bay will be synchronized with the oscillation at the entrance
due to the ocean tide. In other words, the next ocean tide will be raising the water level in the bay
at the same time that it would already be rising due to its natural oscillation (stimulated by the
previous ocean tide wave), so that both are working together, thus making the tide range inside
higher. (In the real world friction keeps these resonating oscillations from being infinitely large, by
taking away some of the energy.) The tidal wavelength is determined by the depth of the bay, and
when the length of the bay equals % of a tidal wavelength, then the bay’s natural period of
oscillation will be the same as the tidal period.

In the above discussions bottom friction was left out of the discussion, but bottom friction
greatly affects all hydrodynamics and is especially important in shallow waters. Because of bottom
friction the tide wave in real bays actually falls in between the extremes of pure progressive wave
and pure standing wave described above. This is because friction reduces the amplitude of the tide
wave as it travels. Thus, the reflected wave will always be smaller than the incoming wave,
especially near the bay entrance (since the reflected wave has traveled the longest to get all the way
back to the entrance), and the combination of the two frictionally damped progressive waves will
not be a pure standing wave. There will be no point of zero tidal range (no real node), but only an
area of minimum tidal range (a quasinode). There will be some progression of high waters and low
waters up the bay, but not as quickly as a pure progressive wave. This progression will be faster
near the entrance and slowest near the head of the bay. Maximum flood or ebb currents will not
occur exactly half way between high water and low water. A basin 4 of a wavelength long will still
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produce the largest possible tidal range at the head of the bay, but friction keeps that tide range much
smaller than it would be without friction.

In some bays the very high tide range at the head of the bay is due to a combination of both a
narrowing width and a near resonant situation (due to the right length and depth). The highest tide
ranges may involve several amplifications, the bay being perhaps connected to a gulf which is
perhaps connected to a wide continental shelf, with amplifications of the tide wave occurring in each
basin. This is the case with the Bay of Fundy tides, the tide wave being already amplified by the
continental shelf and the Gulf of Maine prior to entering the Bay of Fundy (see Section 7.4.2).

(Formulas representing the effects described above are derived mathematically in Section 7.4.1,
except for the width effects, which are derived in Section 7.4.2.)

If a bay is wide enough one also sees larger tide ranges on the right side of the bay (looking up
the bay) due to the Coriolis effect. The Coriolis force, a fictitious force due to observing motion
from the rotating reference frame of the Earth (see Parker, 1998), acts perpendicular to the flow of
the water, thus pushing water currents to the right in the Northern Hemisphere (and to the left in the
Southern Hemisphere) as they flow. For a pure progressive tide wave (no friction), at high water
the tidal current flows up the bay, so the tidal height will be greater on the right-hand shore than on
the left-hand shore. At low water the tidal current flows down the bay, so the tidal height will be
lower on the right-hand shore than on the left hand shore. The result is that the tide range (high
water minus low water) will be greatest on the right-hand shore (looking up the bay).

For a pure standing wave (no friction) the pattern of high water caused by the Coriolis force is
more complicated, and is shown in the upper half of Figure 2.23. This figure shows lines of
constant tidal range (corange lines), as well as lines of locations with the same time of high water
(cotidal lines), in an idealized rectangular basin for the case where the effect of bottom friction is
ignored. A single point of zero tidal range (a node) occurs in the center of the bay % of a tidal
wavelength from the head of the bay. This figure comes close to representing the corange and
cotidal lines in a bay that is very deep. A more typical case, including the damping effect of bottom
friction, is shown in the bottom half of Figure 2.23. In this case the node has moved to the left
(when looking up the bay) and becomes a virtual node since it is on land. (See Section 7.5 for
derived mathematical formulas describing this effect.) One can see some similarity between the
pattern of corange lines in the lower half of Figure 2.23 and the corange lines in Figure 2.5 for the
Strait of Juan de Fuca - Strait of Georgia, (although the latter has many geographic variations not
included in the simple regular basin of Figure 2.23), and likewise for the cotidal lines in Figure 2.23
and Figure 2.6. In Figure 2.5 the pattern of a quasinode is also seen to the southwest of Victoria.
A similar pattern, including a quasinode on the western shore near Smith Point, is also apparent in
the M, coamplitude (half the tide range) chart for Chesapeake Bay shown in Figure 2.24.

The largest tide ranges are found in bays that are close to 4 of an M, tidal wavelength long, such
as the Bay of Fundy-Gulf of Maine (Canada), Ungava Bay (Canada), Bristol Bay (United Kingdom),
Gulf of St. Malo (France), Cook Inlet (Alaska, US), the Gulf of Cambay (India), and the eastern end
of the Magellan Strait (Chile). Huge tide ranges are not restricted to bays. If the continental shelf
is the right combination of depth and width, a near resonant situation can also result. This is the
reason for the 40-foot tidal ranges along the coast of southern Argentina. The continental shelf there
is over 600 miles wide, and includes the Falkland Islands near the edge of the shelf (where the tide
range only reaches 6.5 feet). The distance from the Argentinean coast to the edge of the shelf is
fairly close to “ of a tidal wavelength for that depth of water. Essentially, that wide shelf has a
natural period of oscillation that is fairly close to the tidal period.
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Figure 2.23. The effect of Coriolis force on the M, tide range (corange lines) and the time
of high water (cotidal lines) for an idealized rectangular bay. The top panel shows the case
with no bottom friction and has a single point of zero tide range (the node) in the middle of
the bay. The bottom panel includes the effect of bottom friction, and there is no point of zero
tide range.

The largest tidal currents in bays tend to be near the entrances. Maximum tidal current speeds
are zero at the head of the bay (since there is no place for the water to flow). As one moves down
the bay toward the ocean the maximum flood and maximum ebb tidal current speeds increase, with
the greatest speeds occurring at the entrance, or, if the bay is long enough, at the area of smallest tide
range (the nodal area). However, if the width of the bay decreases at any point, the current speeds
will be increased in that narrow region (since the same volume of water is being forced to flow
through a smaller cross-section, it must flow faster). This can be especially dramatic if there is a
sudden decrease in width and depth. The largest tidal currents are found in narrow straits in which
the tides at either end have different ranges or times of high water (see Section 2.3.6g). Where a
strait suddenly becomes very narrow or where it bends, eddies and whirlpools can be formed as the
result of the sheltering effect of the land and the inertia of the coastal flow.

The dimensions of a basin can also determine the size of the diurnal tidal signal compared with
the usually dominant semidiurnal tidal signal (also see Section 7.4.1). A particular bay could have
a natural period of oscillation that is closer to the diurnal tidal period (approximately 24.84 hours)
than to the semidiurnal period, thus amplifying the diurnal forcing at the entrance to the bay more
than the semidiurnal signal. Depending on the size of the diurnal signal at the entrance the result
could be a mixed tide or a diurnal tide. At such locations (such as parts of the Gulf of Mexico) the
tide will be diurnal near times of maximum lunar declination, but will be mixed near times when the
moon is over the equator.
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1986.)
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The wavelength, A, of a tide wave in a bay depends on the depth of the water, D, and on the tidal
period, T, according to A=T(gD)” (if frictional effects are ignored). The shallower the bay the
shorter the wavelength. The longer the tidal period the longer the wavelength. A diurnal tidal
component has a wavelength twice as long as a semidiurnal tidal component since its period is twice
as long. When a waterway is shallow enough and long enough so that more than 4 of a semidiurnal
wavelength fits in the waterway, there will be a nodal area with a very small semidiurnal tidal range.
This will be an area where the diurnal tide could dominate, since the diurnal tide would still be large
at the semidiurnal nodal area (the diurnal node being twice as far from the head of the bay). Thus
near the head of the waterway the tide could be semidiurnal, but near the semidiurnal nodal area the
tide could be mixed or even diurnal. This is the case near Victoria, British Columbia, at the
southeastern end of Vancouver Island (see Figure 2.20). Atthat location along the Strait of Georgia-
Strait of Juan de Fuca waterway, the semidiurnal tidal component decreases to a minimum, but the
diurnal component does not, and so the tide becomes diurnal, while at the northern end of the Strait
of Georgia the tide is mixed, mainly semidiurnal.

Whether due to a basin size conducive to amplifying the diurnal signal or due to the existence
of a semidiurnal nodal area (leaving the diurnal signal as the dominant one), there are numerous
areas around the world with strong diurnal tides — places like Norton Sound in Alaska near the
Bering Strait, and various (but not all) locations in the Philippines, New Guinea, and the islands of
Indonesia. In southern China, at Beihai, and at Do Son, Vietnam, the diurnal signal is very
dominant, with tidal ranges that reach 15 feet and 10 feet respectively (near times of maximum
southern declination of the moon). In these locations the tide remains diurnal even when the moon
is over the equator.

2.3.2 Nonlinear Effects of Shallow Water — Overtides and Compound Tides

The shallower the water depth is the more the tidal wavelength will shorten and the faster the
tidal characteristics of a waterway will change with horizontal (geographic) distance. When the
tidal wavelength is shortened to near the length of a bay or river basin, this can bring the dynamic
situation closer to resonance and increase the tide ranges. [Or, one can also look at it from the point
of view of the shallower depths increasing the natural periods of a bay or river basin to be closer to
the tidal period.]

Shallow water, however, can have other effects on the tide. It can, for example, distort the shape
of the tide wave, that is, make it very asymmetric, so that its rise and fall (and its flood and ebb) are
no longer equal (see the second curve in Figure 2.25). The tide can then no longer be described by
a simple sine wave (the first curve in Figure 2.25). In some cases such distortion leads to double
high waters or double low waters (see the third curve in Figure 2.25). The extreme case of distortion
is a tidal bore (the fourth curve in Figure 2.25),when the tide wave becomes so steep that it is
essentially breaking and it moves up a river as a turbulent wall of water.

Shallow water distorts the tide through several mechanisms that are nonlinear — that is, in the
equations of motion (which will be discussed in Sections 7.3 and 7.6) each mechanism can be tied
to a specific term in which key parameters (such as elevation, i, or velocity, U) multiply each other,
which leads to energy transfer. (Linear terms contain only one key parameter and their separate
effects simply add, with no interaction.)
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The speed, C, at which a long tide wave travels depends on the depth of the water, D,
approximately as the formula C=(gD)”. When the depth of the water is much greater than the tidal
range, the speed of the crest of a tide wave and the speed of the trough are virtually the same, since
the tide wave itself has only a very small effect on the total water depth. However, in the shallow
water where the depth is not much greater than the tide range, the total water depth under the crest
is significantly larger than the total water depth under the trough. In this case, the crest of the wave
(high water) travels faster than the trough of the wave (low water). If the tide wave travels far
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1999)



2. Theory Behind Tidal Analysis and Prediction

enough, the crest begins to catch up with the trough ahead of it (which is falling behind the crest
ahead of it). Thus, high water arrives sooner than it would in deeper water, and there is a faster rise
to high water and a slower fall to low water. This can be seen in the water level curves in Figure
2.26 as one moves further up the Gironde River (in France).

In other waterways the tide wave will not be progressive since it will reflect back from a closed
end (or from a sudden width decrease) and produce a more standing wave. Most waterways are
somewhere in between progressive and standing (see Section 7.4.1). The shape of the tide curve
could perhaps look more like that shown in the second curve in Figure 2.25 (or one of the curves in
Figure 2.26). In terms of harmonic constituents, this distortion transfers energy from M, into the
second harmonic, a constituent called M,, with half the period of M,. Combining an M, tide curve
and an M, tide curve, one can produce the distorted tide curves shown in Figure 2.25, with the
M,/M, ratio increasing as one goes from top curve to bottom curve in that figure. The third curve
shows a double low water, but with a different phase relationship between M, and M, one could
obtain a double high water.

Another shallow-water distorting mechanism is caused by bottom friction, which can have both
asymmetric and symmetric effects. The asymmetric effect (similar to that just discussed and
represented in Figure 2.25) results because friction has a greater effect in shallow water than in deep
water (there being less water to have to slow down), and so it slows down the trough more than the
crest, contributing to the distortion of the tide wave and the generation of M,. The symmetric effect
results because energy loss due to friction is proportional to the square of the current speed. This
means that there will be much more energy loss during times of maximum flood and maximum ebb
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Figure 2.26. Water level curves from the Gironde River in France showing the effect of
nonlinear shallow-water distortion. At LeVerdon (just inside the river entrance) the rise to high
water takes about an hour longer than the fall to low water, while at Bordeaux the fall takes 4
hours longer than the rise. (Reworked from George and Simon, 1984.)
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than near times of slack water (or minimum flow). This results in the generation of another higher
harmonic, M, with a period of one third that of M,. This effect, combined with the asymmetric
effect, can lead to double high or low waters (see third curve in Figure 2.25).

Higher harmonic tidal constituents like M, and M are referred to as overtides (a term analogous
to the term overtones in acoustics). M, is the first overtide, and the second harmonic of M,. My is
the second overtide and the third harmonic of M,. M is the third overtide and the fourth harmonic
of M,. Whereas M, and M, are generated by first-order nonlinear processes, M is generated by
second-order nonlinear processes (that is, it is generated by nonlinear effects on My).

Friction dissipates energy from the entire tide wave and slowly wears the entire wave down.
However, if, as the tide wave propagates up the river, the river’s width is decreasing significantly,
this can keep the amplitude of the wave high in spite of the friction. Thus, the tide wave can
continue to travel up a narrowing river, getting more and more distorted in shape. A further
distortion can be caused by the river flow interacting with the tide (see below). In the extreme case
the distortion from all these effects can lead to the creation of a tidal bore (see fourth curve in Figure
2.25).

The above symmetric quadratic friction effect also causes the interaction of two tidal
constituents, such as M, and N,. M, and N, go in and out of phase over a 27.6-day cycle (perigee
to apogee to perigee). In this case the greatest energy loss occurs when M, and N, are in phase and
producing the strongest tidal currents, and the lowest energy loss occurs 13.8 days later with M, and
N, are out of phase and producing the weakest tidal currents. Because energy loss is proportional
to the square of the current speed, the increased energy loss when M, and N, are in phase is greater
than the decreased energy loss when they are out of phase, and the result is that each constituent will
be smaller than if it existed without the other present. The reduction in N, (due to M,) will be
greater than the reduction in M, (due to N,), because M, is much greater than N,. However, M, will
be reduced by the combined interactions of all the other tidal constituents.

There is a 27.6-day modulation of this energy loss from M, and N, and this produces two new
compound tidal constituents called 2MN, and 2NM,. (Similarly, the above asymmetric mechanisms
also cause interactions between constituents, producing higher frequency constituents such as MN,
from M, and N,.) Table 2.4 lists many overtides and compound tides and shows which nonlinear
mechanisms can produce them. These shallow-water effects that distort and modulate the tide (and,
as will be seen, cause interactions with storm surge and river discharge) are called nonlinear effects
because the mechanisms that produce these effects are represented by several nonlinear terms in the
equations of motion used to model the tidal hydrodynamics. These various nonlinear mechanisms
that lead to the generation of overtides and compound tides are described in more detail in Section
7.6, with mathematical derivations and physical explanations. Table 2.4 is based on a Fourier
decomposition of the one-dimensional nonlinear hydrodynamic equations (described in Section
7.6), from which four basic nonlinear mechanisms are identified for this simple one-dimensional
case.

The two classical nonlinear shallow-water terms, d(nu)/ox in the one-dimensional continuity
equation, and udu/ox in the one-dimensional momentum equation (where n is the water level
elevation, u is the current, and x is distance), produce asymmetric effects, that is they affect one half
of the tidal cycle differently than the other half of the cycle, and this leads to even harmonic
overtides and low-frequency compound tides. The same asymmetric results are also produced by
the effect of elevation on the frictional momentum loss per unit volume of fluid, as first pointed out
by Parker (1984).
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M, interacting Tidal Constituents Generated With Frequency:
with constituent
C \/ |Gy — Oc | (20p, — 6¢) (Oumy * 6¢) (205, + 6¢) (46, — O¢)
M, mean * | = - M, M, M,
N, MN (Mm) 2MN, (L)) MN, 2MN; 4MN;
S, MS (MSf) 2MS, (W) MS, 2MS; 4AMS;
K, MK, (O)) [ 2MK, [MO;] | MK, [2MO;] | 2MK; [3MOs] | 4MK, [3MO,]
0O, MO, (K)) 2MO, [MK,] | MO, [2MK.,] | 2MO, [3MK.] | 4MO, [3MK,]
Nonlinear d (mu)/ox d (nu)/ox
terms nu|u| nu|ul
responsible = udu/ox ulu| udu/ox ulu| uju|
u|u| with a u|u| with a
mean flow mean flow
symmetric or
asymmetric asymmetric symmetric asymmetric symmetric symmetric
NL mechanism
in terms of 6, ** o, oyt O, Oy — O, 30y, — O, 30y, + O,
* the mean can be in the form of a residual mean circulation or a shift in mean sea level
** 6, = oy — 0]

Table 2.4. Compound and overtide constituents generated by four nonlinear terms in the one-
dimensional equations of motion. The nonlinear terms are explained in the text. C is any tidal
constituent listed in the first column. A constituent in () is an astronomical constituent with the
same frequency as the compound tidal constituent. A constituent in [ ] is another compound
constituent with the same frequency. See text, as well as Sections 7.3 and 7.6 for the
mathematical treatment behind this table. (reworked from Parker, 1991a)

This is represented by the term qu|u|, which is actually the second term of the binomial expansion
of the one-dimensional friction term, u|u|/(1+€n), where the elevation is in the denominator and
€ is a scaling factor (€ = tidal amplitude/depth). (See Section 7.6.) Quadratic friction, u|u|, can
also produce an asymmetric effect and these same constituents if there is a mean flow present, such
as river flow. However, without a mean flow present, quadratic friction primarily produces
symmetric effects that lead to odd harmonic overtides as well as to compound tides in the
semidiurnal band. A few of these compound tides have the same frequencies as particular
astronomical constituents, for example, 2MN, has the same frequency as L,, and 2MS, has the same
frequency as ,. And two compound tidal constituents produced by different nonlinear mechanisms
can also have the same frequency, such as 2MK, and MO,. Not shown in this table, the lateral
inertial terms in the 2-dimensional or 3-dimensional momentum equations can also produce
asymmetric effects in tidal currents similar to those produced by the four terms mentioned above
(see Section 7.6.7 and Parker, 1991a).

Until the 1970's tidal analysts had simply treated these shallow-water tidal constituents as being
the sums or differences of the astronomical constituents, and paid little attention to the specific
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nonlinear hydrodynamic mechanism that produced them. In particular the quadratic frictional
nonlinear mechanism for generating compound tides and overtides was ignored for decades after
Proudman (1923) had first proposed it. For example, it was assumed that M was produced from
M, via the classic shallow-water nonlinear continuity term (actually a second-order effect) rather
than directly from M, via quadratic friction (a first-order effect).

Quadratic friction produces many compound tidal constituents that have the same frequency as
particular astronomical constituents. The compound tidal constituent 2MN,, for example, has the
same frequency as the astronomical constituent L,, but a very different node factor. In coastal
regions and especially up into bays and estuaries, 2MN, is much larger than L,, yet L, was often still
used for predictions. Use of the L, node factor for (in reality) the 2MN, constituent can lead to the
effect of this constituent being doubled or halved in predictions for other years (than the year that
was analyzed). The compound tidal constituent 2MS, has the same frequency as the astronomical
constituent ,, but in this case both constituents should theoretically have the same node factor.

The node factor for My was often calculated by cubing the node factor for M, (for example, this
was erroneously done in Schureman, 1958), as though M, was a third-order harmonic resulting from
the same asymmetric nonlinear phenomenon that produces M,, i.e. generating M, from M, in the
same way that M, is generated from M,. However, a Fourier decomposition of the hydrodynamic
equations (see Section 7.6) shows that M, is primarily due to the symmetric nonlinear effect of
quadratic friction and is a first-order effect, so that the node factor should equal the square of the
node factor for M, . The effect of not understanding the origin of shallow-water constituents, and
thus of perhaps choosing the wrong node factor, can really add up for a location like Anchorage,

Phase Difference = 0 Phase Difference = 90 Phase Difference = 180 Phase Difference = 270

ANNYA /N :
Ratio = 0.1 \/ /\ /\ . l\\

’/\\‘_//\ /\\//\ /\\/ﬁ [%74

ANYAYs NYANNYA
/ﬂ\/ﬁ 7

SVAN YAV SENPEYA

C

Amplitude

/ A\
Ratio = 0.3 7 L/

<

Ratio = 0.4 7 N /
N

\,\/\ /\\/\ — /\\/ -
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Alaska, at the northern end of Cook Inlet, where most of the 114 constituents used by CO-OPS to
predict the 30-foot range tides are shallow-water constituents.

The way in which a tide or tidal current curve is distorted by the nonlinear effects of shallow
water depends on the hydrodynamics of the particular waterway. There is a correlation between the
particular shape of the curve and the amplitudes and epochs of the overtide constituents relative to
the semidiurnal constituents. Figure 2.27 shows examples of tide curves for particular combinations
of M,/M, amplitude ratios and phase differences between M, and M, (defined as 2M,°-M,°). The
effect of M, on M, is asymmetric, that is, it affects one half of the tidal cycle differently than the
other half. For an amplitude ratio of 0.3 and a phase difference of 0°, one sees in this figure a
steepening of high water and a flattening of the low water, the latter often referred to as a stand of
tide (at low water). If the amplitude ratio approaches 0.5, one sees double low waters. The same
applies to high waters if the phase difference is 180°, in which case for an amplitude ratio of 0.3
there will be a stand of tide at high water and a steeping of low water, and for a ratio of 0.5 there will
be double high waters. For a phase difference of 90° one sees a flattened area of the curve near the
mean tide level point of the falling tide; here the tide has a slow fall from high water to low water
and a rapid rise from low water to high water. For a phase difference of 270° there is again a
flattened area around mean tide level, but this time during the rising tide, which is now slower than
the rapid fall.
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Figure 2.28. Tide curves for particular combinations of M /M, amplitude ratios and
3M,°— M,° phase differences. Each tick mark along the horizontal axis is one hour.
(Reworked from S.P. 260, U.S.C.&G.S., 1952.)
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Figure 2.28 shows examples of tide curves for particular combinations of M/M, amplitude ratios
and phase differences between My and M, (defined as 3M,°-M,°). The effect of My on M, is
symmetric, that is, it affects both high waters and low waters in the same way. Depending on the
phase difference this can mean flattening both high and low waters or making them both steeper.
However, if M, is present there will always be an M,,, so M, would never act solely on M,. A double
high water, for example, is more likely caused by a combination the effects of both M, and M, with,
for example, M, flattening out high water and M, causing the minimum between two high water
peaks. Mg can affect the overall tide range. The asymmetric effect of M, will probably not
significantly affect the overall tide range, but it will significantly shift the times of high water (often
earlier) and low water (often later).

M; is often larger than many of the compound constituents shown in Table 2.4. This table only
goes up to seventh diurnal tidal constituents (e.g., 4MK,), because it includes only constituents
generated by a first-order nonlinear interaction between two astronomical constituents. M is
generated by the interaction of M with M, via the asymmetric nonlinear terms. It often reaches a
significant size only because M, is usually so much larger than the other tidal constituents.

2.3.3 Nonlinear Tidal Interaction With River Flow and Storm Surge

In a tidal river, water flow is due to both the tidal current and the river current itself (i.e., the
fresh water flowing downhill). The result of the combined tidal current and river current is a faster
and longer lasting ebb current phase and a slower shorter flood current phase. Far enough up ariver,
where the river flow is faster than the strongest tidal current, the flow of water will always be
downstream. In this case, the speed of flow will oscillate, flowing the fastest downstream at the time
when maximum ebb occurs further down the river and flowing the slowest downstream at the time
when maximum flood occurs further down the river. This is a simple linear addition of the river
current to the tidal current.

However, because of the shallow water, the river flow also nonlinearly interacts with the tide
and distorts it, mainly due to the effect of bottom friction. As already mentioned, energy loss due
to friction is proportional to the square of the total current speed. During ebb, the tidal current is in
the same direction as the river current and the result is a larger combined ebb current, with
increased energy loss. During flood, the tidal current is in the opposite direction as the river current
and the result is a smaller combined current, with reduced energy loss. This not only has an
asymmetric effect that distorts the tide (causing a faster rise to high water, delaying the time of low
water, and increasing the size of M,), but it also further wears down the entire wave because the
increased energy loss during ebb is larger than the decreased energy loss during flood. In Figure
2.29 one can see the tide range shrink when the river discharge increases. (See also Sections 7.6.3
and 7.6.6¢ for the mathematical treatment of this effect.)

Another type of shallow-water effect causes interactions between the tide and low-frequency
storm surges (generated by the wind) that have periods longer than tidal periods. In this case, when
the water level is raised by an onshore wind, the water depth increases and changes the tidal
dynamics, usually increasing the tide range. When an offshore wind lowers the water level,
decreasing the water depth, the result is usually a decreased tidal range. As will be seen in Sections
7.6.4,7.6.5,and 7.6.6d, it is the two asymmetric nonlinear terms that involve elevation (1) that have
the most significant effect (e.g., see Table 7.1 in Section 7.6.6d).

Knowing that river discharge and storm surge can modify the tide, it is important when
harmonically analyzing water level data to make sure that these data were not taken only during such
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Figure 2.29. Water level data from the tide gauge at Trenton, NJ, during a high river
discharge period (January 20-29, 1979). The tide range is reduced when the river
discharge is high. (From Parker, 1984.)

meteorological events. For example, Figure 2.30 shows the results of a harmonic analysis of 15 days
of data taken from six NOS water level stations during a high runoff period in the Delaware River
in March 1978, compared with the results of a 15-day analysis of a low runoff period (chosen to
have similar astronomical conditions). The three upriver stations show the effects of the higher river
current speeds on the harmonic constants — the M, amplitude is reduced and the M,/M, ratio is
increased when the river flow is greatest. Down river, where it is wider and deeper and the river
current speeds are much slower, these effects are not seen.

If a water level data time series includes a period with higher than average river runoff, and the
harmonic constants calculated from this data record are used to make a tide prediction, then the tide
will be under predicted for the rest of the year. This may be a seen by looking at the two curves in
Figure 2.31, which shows another high runoff period at the Trenton tide gauge in the Delaware
River. The solid curve shows the tidal (high-pass filtered) portion of the water level record from that
high runoff period. The dashed curve is the predicted tide for that time period if there had been no
river runoff (based on 31 harmonic constants from a 7-month period when there wasn't high runof¥).
If one didn't have those harmonic constants from the 7-month data record, but only had constants
from the high runoff period, then one would produce tide predictions (for the entire year) that would
look more like the solid curve (including the distortion due to the increased M,/M, ratio) than the
dashed curve. This river example is a fairly extreme one, heavy runoff during a freshet period after
a snow melt. Such extremes, with differences on the order of 3 to 5 feet in tidal range, are usually
limited to only a short part of each year (at least for this river).

Storm surges, however, occur throughout the year (although they are generally more frequent
and larger during the winter months). Subtidal storm surges (with periods longer than the tidal
period) are the largest wind induced changes in water level, and, like river flow, they can also interact
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Figure 2.30. Comparison of 15-day harmonic analyses of water level from Delaware River
and Bay during a high runoff period and during a low runoff period, both periods with similar
astronomical conditions. «’ is the local epoch, i.e., the phase lag relative to the local time
meridian (75°W). (From Parker, 1991a)

64



2. Theory Behind Tidal Analysis and Prediction

Discharge 32,100 1124179 46,600 1125179 106,000 1/26/79 86,800 1127179
(ft3isec | I | [
50
Predicted Tidal Data Predicted Tidal Tidal
~J Tidal {Doodson ™, N/ \ (Doodson
/ Residual) / “ \ Residual)
0.0
°
[
('S
=50
|
3.0 Residua
0.0
-3.0

Figure 2.31. The tidal portion of a water level record from Trenton, NJ, on the Delaware River,
during a high river discharge period (solid line) plotted with the tide predictions for the same
time period as if there were no river discharge (dashed line). The difference in the two curves
is shown in the lower plot. The tidal portion of the water level record was produced by filtering
the water level with a Doodson tidal filter (see Section 3.8.2) and subtracting it from the water
level time series. (From Parker, 1991a)

with and modify the tide. Figure 2.32 shows an example, also from Delaware Bay. This figure shows
the tidal portion of water level records from NOS four water level stations in Delaware Bay and
from the NOS water level station at Atlantic City (outside the Bay on the Atlantic Coast) along with
the predicted tide curves based on harmonic constants from seven months of data. The bottom curve
in the figure shows the subtidal water level signal at Atlantic City. The trough of a subtidal storm
surge occurs on January 18th. Within the Bay there is not only a water level drop (not shown in
these high passed water level curves), but a tide range reduction which increases as one moves up
the Bay to Trenton. Late on the January 19th and into the 20th one sees crest conditions for the
subtidal signal, and a corresponding tide range increase up the Bay (before the increased river
discharge on the January 21st starts to have an effect).

Again, harmonic constants calculated from a time period with significant storm surge could have
errors, especially if the record is short. If the record is not short and includes several subtidal crests
and troughs, there may not be a dramatic affect on the harmonic constituents. What does happen,
as seen in the frequency domain, is that the some of the energy in a tidal spectral line is smeared to
both sides, forming a "cusp" around the line (see Section 3.10.2). This implies that some energy is
lost from the tidal lines, and that the harmonic constant amplitudes are reduced to some degree.

During periods with large river discharge or large storm surge, the tide or tidal current cannot
be predicted accurately using statistical/harmonic analysis methods. No matter how accurate the
tidal harmonic constants are (in predicting the tide during most of the year), they cannot provide
accurate predictions during strong nontidal events, because the tide has been changed by those
strong nontidal events. Ifthe nontidal phenomena themselves cannot be accurately predicted (which
is often the case), then one cannot predict how the harmonic constants will be modified by those
nontidal phenomena. Recently a statistical method called the continuous wavelet transform method
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Figure 2.32. The tidal portion of the water level record plotted with tide predictions for three
locations along the Delaware River and Bay and a station on the Atlantic Coast outside the Bay.
The bottom curve is the low-pass filtered water level record from Atlantic City showing a
subtidal storm surge. The upper curves show the effect of the storm surge on the tide (see text).
(From Parker, 1991a)

was developed to try to deal statistically with the effect of strong nontidal events on the tide and tidal
current. This method will be discussed in Section 3.5.5. Fully nonlinear hydrodynamic numerical
models can easily handle the nonlinear interaction between the tide and river flow or storm surge,
and they can do a fine job hindcasting or nowcasting strong nontidal events. They can also be used
to forecast the water level (and currents) during such events if reasonably accurate forecast surface
winds and other forecast meteorological parameters can be input into them.

Over the last two decades there has been much progress in providing real-time water level and
current information to the maritime community. Such real-time data is needed because tide and tidal
current predictions alone cannot give the mariner information about the often dramatic effects of
wind on water levels and currents (Parker, 1986, 1995), and so the actual water level and current
data are needed. For predictions into the future (beyond the time of the last real-time data points)
numerical hydrodynamic models are also now being used operationally by NOS (driven by tide
predictions, forecast winds, forecast atmospheric pressure, and forecast fresh water inflows) to find
ways to forecast the nontidally-induced water level changes and current and their interactions with
the tide and tidal current (see Section 8.6.3). Since such models are nonlinear, they automatically
reduce (or increase) and distort the tide as necessary.
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2.3.4 Nonlinear Hydrodynamic Effects On Node Factors

As discussed in Section 2.2.4, the 18.6-year variation in the lunar tidal force has typically been
handled in a form that directly represents the modulation of each lunar tidal constituent using a lunar
node factor, f. The f for each lunar tidal constituent is usually regarded as constant for the period
of analysis (or prediction) and is typically obtained from astronomically-determined tables, such as
Table 14 in Schureman (1958). However, there are hydrodynamic effects on these node factors,
specifically through nonlinear interactions due to shallow water. To illustrate this one can look at
how closely the long-term variation of uncorrected tidal constituents actually matches the variation
predicted by astronomical considerations (using equilibrium tide theory).

Figure 2.33 shows the node factors calculated from harmonically analyzed water level data,
specifically 19 uncorrected one-year least squares harmonic analyses of water level data from
Philadelphia, Pennsylvania, on the Delaware River. For each tidal constituent, the 19 calculated
(and uncorrected) amplitudes were averaged, and then each individual one-year constituent
amplitude was divided by this 19-year average to obtain the calculated node factor. Also plotted in
the figure are the astronomically determined mid-year node factors taken from Table 14 of
Schureman (1958). Philadelphia is in a very dynamic location, located half way up a shallow
estuary and affected by river discharge as well as storm surges that propagate into Delaware Bay
from the wide Atlantic continental shelf.

It is apparent from the plots in Figure 2.33 that for most of the tidal constituents, the calculated
node factor curve does not match the astronomical node factor curve very well. Before looking at
these curves too closely, it should be remembered that other factors can affect tidal amplitudes over
long periods beside the 18.6-year nodal cycle. For example, if a basin depth changed over the years
due either to shoaling or dredging or land subsidence, the tide range could also change over the
years. This could affect different tidal constituents differently depending on whether the change
brings a constituent closer to or farther from resonance. Also, due to nonlinear frictional
interactions, a change that made M, tidal currents stronger might decrease the other constituents.
River discharge could also vary over the years, which would also make the tidal range vary.
Changing frequency or size of storm surges over the years might also have a long-term effect. Thus,
there are many potential causes of the year-to-year variation of tidal constituents, along with the 18.6
year-variation. Here, however, one merely is trying to see if there is any apparent 18.6-year
variation, and if so, whether it is similar to the astronomically determined variation.

The two M, node factor curves in Figure 2.33 are difficult to compare because of the trend in
the calculated curve (which shows an increasing M, tidal range over the 19 years). Removing that
trend would give a minimum node factor at 1930, about 1.5 years earlier than the astronomical
minimum node factor. The N, calculated node factor curve looks very little like the astronomical
curve, and S, , being a solar constituent, should not show any lunar nodal variation at all (hence the
straight dashed curve), but there are obviously variations from year to year. The two M, curves have
minima at the same year, but do not look very similar otherwise. Only the two diurnal constituents
show strong similarities between calculated and astronomical curves, with the two O, node factor
curves showing a very good match, and the two K, node factor curves looking very similar but with
the calculated curve lagging the astronomical curve by about a year.

There may be two reasons for the good match with the diurnal constituents. Quadratic-friction-
caused interactions among the tidal constituents have more of an effect in the semidiurnal band, but
perhaps more important may be the shape of the Delaware River and Bay estuary. The width of the
upper Delaware estuary decreases exponentially at such a rate that, if the hydrodynamic system were
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Figure 2.33. Calculated node factors (solid line) from 19 one-year uncorrected least
squares harmonic analyses of Philadelphia water level data, plotted with the node factors
determined from astronomical (equilibrium tide) consideration (dashed line), the latter
taken from Schureman (1958). (From Parker, et al, 1999.)

frictionless, the dimensionless cutoff frequency, above which the solution is oscillatory and below
which the solution is monotonic, would fall between the diurnal and semidiurnal bands (see Section
7.4.2). With friction included the monotonic solution becomes oscillatory, but the exponential width
decrease still increases the K, wavelength much more than the M, wavelength, and the O,
wavelength even more. It would seem that the exponential width decrease inhibits the
hydrodynamics and thus inhibits the nonlinear interactions that would have modified the calculated
diurnal node factor curves. (See Parker, 1984)

The fact that observed node variations for the semidiurnal constituents were found to be different
than those values typically used in tide prediction (which were determined from
astronomical/equilibrium tide considerations) has been pointed out by Amin (1976) and Godin
(1986) for other waterways.

Thus, if for a particular application, one needs to obtain the highest possible accuracy in tidal
harmonic constants and/or tidal predictions, one might consider (if they have very long water level
time series) carrying out an analysis similar to the one done above for Delaware Bay above, and
using the node factor variation obtained in that way rather than from astronomically based tables like
in Schureman (1958). If one has a short station one could use the variation in node factor at a nearby
long station. However, this is only useful for self-prediction or predictions into past time periods
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with data. For future predictions, one would have to try to extrapolate the node factor curves into
the future.

If one does have at least 19 years of data, one can also use satellite constituents (see Sections
2.2.4 and 4.1.5) in the harmonic analysis and do away with the use of node factors and the u portion
of the equilibrium arguments altogether. This will work for the future as well as the past. This will
include hydrodynamic effects on the 18.6-year variations, as well as any other long-term periodic
variation for which satellite constituents were included. The only drawback of using satellite
constituents is that it might be somewhat difficult to interpret the results. The plots such as those
shown above are easier to understand and it is easier to visualize the variation of each tidal
constituent over the 19- (or longer) year period and the possible reasons for that variation.

2.3.5 Zero-frequency Effects From Nonlinear Tidal Interaction

Tidal heights are referenced to some type of datum (see Section 2.1.1), typically the mean level
of a particular key point on the tide curve. Datums such as mean lower low water (MLW) or mean
high water (MHW) or mean tide level (MTL) are usually calculated by averaging over 19 years of
data to eliminate the lunar nodal variations . Such datums may slowly change over the years due
to a change in sea level, or due to slow vertical land movement (e.g., due to glacial rebound or
sediment compaction), the latter looking like a sea level change to the water level gauge, which is
held fast to the moving land. All the datums slowly move up and down with the long-term changes
in relative sea level.

However, in shallow-water areas there can also be a tidally induced change in "mean sea level"
due to nonlinear tidal effects. Here the "mean" results from averaging an asymmetry within a tidal
cycle caused by the nonlinear effects, rather than from a uniform shifting up or down of the water
level on which the tide propagates, but this is an effect that is included in the datum calculation. It
is therefore an effect that should be considered when assessing long-term changes in sea level in a
shallow-water area, since something as simple as dredging or shoaling can change the tidal
hydrodynamics of a waterway and then also affect the value of mean sea level (and thus all the tidal
datums). As one example, Parker (1984) used a nonlinear numerical model of the Delaware River
and Bay to show that shallow-water nonlinear effects increased the mean sea level value near
Philadelphia by an amount equivalent to 8% of the M, amplitude.

Tidal currents do not require datums, the zero current speed serving that purpose (if there is no
mean current from a nontidal source). If there is a mean permanent current, such as due to a mean
river flow or a mean wind drift, then the tidal current oscillates about that mean flow. Or, as was
seen in Figure 2.4 (the fourth example), the entire tidal current ellipse can be shifted in the direction
of the mean flow. But here again, the mean current can also be affected by the nonlinear tidal
hydrodynamics causing an asymmetry within the tidal cycle. This can be due to not only shallow-
water effects, but even more importantly by nonlinear lateral inertia effects (that do not need shallow
water). Such tidally induced residual currents effects are discussed in Section 2.3.6¢, as one of the
many phenomena that appear in tidal currents but not in the tide.

2.3.6 Special Aspects of Tidal Currents

As will be seen in Chapter 5, the same methods of tidal analysis and prediction can be used for
tidal currents, except that, since currents are vectors, the analysis is done twice, once for each of two
orthogonal components (e.g., for the major and minor axes). However, there are many more
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difficulties with tidal current analysis and prediction than with tide analysis and prediction. Godin
(1988, 1991) describes various analysis approaches for tidal currents, and generally takes a very
pessimistic view about how accurately they can be predicted. In this book we take a much less
pessimistic view, for as long as the special aspects of tidal currents are kept in mind and accounted
for in some fashion, there is no reason why accurate tidal current predictions cannot be made for
most situations.

2.3.6a Short current data times series

In the past most current data records have been much shorter than water level data records, and
shorter time series led to fewer tidal constituents that could be resolved and thus less accurate tidal
current predictions and to the need for special methods to try to improve the accuracy of such
predictions (see Section 5.4). These shorter time series were because current measurements have
been more difficult and more expensive to acquire than water level measurements. Water level
measurements are usually made on a pier or other coastal structure, where the gauge can be easily
maintained, provided with power, connected to a real-time data acquisition system, and repaired if
there is a malfunction. Until recently, current measurements could not be made from a pier or from
land. Now with sideward-looking acoustic Doppler current profilers (ADCPs) and high frequency
(HF) radar systems, that is no longer true, although there are still some limitations in these two new
systems that make in situ current meters or bottom-mounted upward looking ADCPs still necessary.
Such systems can now be more easily maintained for long periods of times, but they are still more
expensive (in terms of operational maintenance cost) than water level gauges.

Current meters also tended to have fouling problem due to biological growth, or debris clogging
the sensor (especially when propellers or rotors were used), so that only portions of a data time
series could be used. Today’s current sensors are less susceptible to fouling problems. Even
ADCP’s partially covered by sand waves have been shown to work well (up to a point). (See
Section 5.3.3.)

2.3.6b Noisy current data

Current data also tends to be noisier than water level data, usually due to the effects of surface
waves (water level data are also affected by waves, but usually not to the same extent) . Wave
motion can not only show up in the current data (and have to be averaged out in some fashion), but
it can also cause various motions in the current meters themselves. This additional noise, however,
varies considerably depending on the type of instrument used to measure the currents. In past
decades current meters were hung from surface buoys that were very susceptible to the pitching and
rolling caused by waves (although some buoys were specially designed to minimize such motions).
Some of the early current meters were more susceptible to wave action, in terms of adding noise to
the data record. For example, many current meters used savonious rotors to measure the current
speed and a separate small vane to measure the current direction. The S-shaped savonious rotor
would turn no matter which way the water was flowing (unlike a propeller), so fairly high (apparent)
current speeds could be seen by a savonius rotor even during times of slack water, because the wave
action would be turning the rotor. The small size of the vane allowed it to move so easily that the
result was very noisy direction data. The savonious-rotor-small-vane combination led to serious
noise problems when there was any kind of wave action at the water surface. Vector-averaging
current meters, usually of the electromagnetic variety (but one variety had two propellers at right
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Figure 2.34. Current flow at one moment in time through a cross section near the
Chesapeake Bay Bridge. (From Parker, 1997.)

angles to each other), did a much better job of not letting wave action influence the data. ADCPs
also break up the current vector into orthogonal components (in this case covering portions of the
water column), and also average over some time interval. Such time averaging (and spatial
averaging in the case of the ADCP) reduces higher frequency noise (including the orbital motions
of the waves). (See Section 5.3.3.)

2.3.6¢ Dramatic Spatial Variation in Tidal Currents — Vertically

Perhaps most important, the spatial variation of tidal currents, both vertically in the water
column and horizontally (i.e., geographically), is much more complex than for tides. The tide, being
the movement of the water surface, does not have a depth variation. Tidal currents, however, vary
considerably from the surface to the bottom. Bottom friction is a major cause of this variation. The
tidal current is slowest near the bottom and faster nearer to (but usually not at) the water surface.
Usually the tidal current will turn (from flooding to ebbing, or vice versa) earlier near the bottom
than near the water surface, so there will be times when the tidal current is going in the opposite
direction at one depth than at another depth. One example of the variation in tidal current speed
across a cross section of Chesapeake Bay is shown in Figure 2.34. In this figure one sees the current
flooding (i.e., flowing up the Bay) in the deeper depths and ebbing (i.e., flowing down the Bay) near
the water’s surface (except on the west side, where it is still flooding).

There are also other effects that can also make the tidal current vary vertically. Tidal currents
can be modified by baroclinic effects, that is, by density differences vertically along the water
column, due to salinity difference (in estuaries that are not well mixed) or temperature differences
(offshore in the coastal ocean), which allow the propagation of internal tide waves. Such baroclinic
effects on tidal currents are often seen in the middle of the water column but not near the bottom or
near the water surface, where frictionally caused mixing takes place. [No direct baroclinic effect is
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usually noticeable in the tide, although in estuaries there may be indirect effects due to differences
in energy dissipation caused by stratification. In the deep ocean, surface manifestations of internal
tides have been detected (see Ray and Mitchum, 1997.)] Other types of currents, such as wind-
induced currents and river flow, also vary from the water surface to the bottom, and these currents
can nonlinearly interact with the tidal currents.

2.3.6d Dramatic Spatial Variation in Tidal Currents — Horizontally

Horizontally (i.e., geographically), the tide varies quite smoothly due to the hydrodynamic
effects of such things as changing depths and widths, resonance, and Coriolis. Such variations can
often be reproduced or predicted with even simple analytical models. Although tidal currents are
also affected by the same hydrodynamics and can change in similar ways, there are other
hydrodynamic effects which can make tidal currents change dramatically in the horizontal direction
over surprisingly short distances. One example is the tidal current in a navigation channel compared
with the tidal current in the nearby shallows. The tidal current is much faster in the deeper channel
than in the shallows, and the times of slacks and of maximum floods and ebbs can be quite different
than those in the nearby shallows. One does not require a dramatic change in depth to see
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Figure 2.35. The spatial variation in tidal current near the surface to the west of
Bergen Point in the Port of New York and New Jersey acquired from a towed
acoustic doppler current profiler. (From Parker, 1977.)
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differences in the tidal currents. Even in a wide bay, changes in bathymetry will affect the tidal
currents. Not only will current speeds vary with horizontal distance (as mentioned above) but the
bathymetry will steer the current. Also, currents within a channel or constricted portion of
bathymetry will tend to be more reversing than currents in a more open and flat part of the bay,
where a more rotary tidal current will be possible.

In Figure 2.34, where vertical variation in the tidal currents were seen, there were also horizontal
variation along the width of the bay. Another example with more rapid horizontal variation in the
tidal currents is shown in Figure 2.35, which presents a synoptic view (from above) of tidal current
vectors in different locations in a small region of the Port of New York and New Jersey.

In decades past when current meters were primarily hung from surface buoys, those buoys would
swing around with the changing current direction carrying the current meter to a location where the
tidal current could be different. Such a difference could be quite significant, if, for example, there
was a long mooring line and the buoy swung from over a deep channel to over shallow water next
to the channel. Bottom mounted acoustic Doppler current profilers (ADCPs) are much more stable,
but even they can be moved by storms or strong currents, and here again the tidal currents in the new
location can be slightly (or not so slightly) different. (So with current data, one must always pay
careful attention to the exact latitude and longitude of the measurements, and note when that changes
due to movement of the current meter.)

Bottom friction is often the main reason for the horizontal variation in tidal current, due to the
changing waters depth as one moves horizontally. However, there are many other causes of
horizontal variation in tidal currents, such as that discussed in the next section.

2.3.6e Nonlinear Lateral Inertial Effects On Tidal Currents

One effect which can be even more dramatic than the frictional effect (due to changing depths)
is found where there is a bending waterway, a channel bend, a point of land sticking out into the
waterway, or some other similar geographic variation in the shoreline. Such a feature can cause the
formation of an eddy during one or both phases of the tidal current. A point sticking out into a
waterway, produces an eddy on the side of the point sheltered from the tidal current. Thus, during
the flood phase there will be an eddy on the backside of the point, and during the ebb phase there
will be an eddy on the front side of the point. This is a lateral inertial effect (see Section 7.6.7).
After the ebb phase is done, for example, the water on the backside of the point keeps moving
roughly in the same flood direction, because that location is sheltered from the opposing flood
currents by the point of land and inertia keeps the sheltered water moving.

If one harmonically analyzes current data from a location within this eddy, one will obtain a
consistent mean current, which is usually referred to as a tidally-induced residual flow (and the
process that causes it is often called tidal rectification). However, one will also see that the size of
the tidal harmonic constants is very different than those for the waters not sheltered by the point of
land, because the inherent asymmetry leads to energy being transferred to the second harmonics of
the tidal constituents. Thus, the ratio of semidiurnal-to-diurnal constituents in the tidal current will
be larger in sheltered locations than in unsheltered locations (and thus, the usually shown diurnal-to-
semidiurnal constituent ratio will be smaller). Similarly the ratio of quarter diurnal tidal current
constituents to semidiurnal tidal current constituents will also be larger, leading to distorted tidal
current curves. None of this affects the tide, and one will not see such dramatic variations in tide
constituents across the waterway.
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Figure 2.36. Variation in (K,+0O,)/M, and M,/M, tidal current amplitude ratios, and in tidally
induced residual currents, at three stations across the entrance to Haro Strait at a depth of 70
feet (21m) below MLLW. (From Parker, 1991a.)

This inertial effect is one of many nonlinear effects which can modify tidal currents, however,
this effect does not depend on the water depth being shallow, as most nonlinear effects do (see next
section). When looking at the 2-dimensional or 3-dimensional momentum equations (see Sections
7.3.2), it is the lateral advective/inertial terms that produce the tidally-induced residual current and
the transfer of energy to higher frequency tidal constituents. This rectification of tidal currents can
be demonstrated by a Fourier decomposition of the inertial terms (see Section 7.6.7) and as
mentioned above is a result of the inherent asymmetry in the problem.

Figure 2.36 shows a good example of these inertial effects on tidal currents, for the region where
the Strait of Juan de Fuca meets Haro Strait (between Canada and the U.S.). Both are deep
waterways, but they meet at an angle, namely the waterway bends significantly to the north near
Victoria, BC. Thus, the flood current in the Strait of Juan de Fuca flowing past Victoria cannot
make a sharp left turn because inertia keeps it moving eastward, allowing the southerly ebb current
at the western-most current station in Haro Strait to keep moving longer than at the current station
on the eastern side of the waterway. Figure 2.36 shows analysis results from three NOS current
stations across the entrance to Haro Strait (entering from the Strait of Juan de Fuca). The
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(K,+0,)/M, amplitude ratio in the tidal current varies dramatically, decreasing from 1.21 on the
eastern side of the waterway to 0.37 on the sheltered western side (while for the tide the (K,+O,)/M,
ratio does not change much, only from 2.25 to 2.50). The M,/M, ratio for the tidal current also
varies significantly across the waterway, from 0.075 on the eastern side to 0.314 on the western side.

2.3.6f Nonlinear Shallow-water Effects On Tidal Currents

The shallow-water nonlinear processes that affect the tide (see Section 2.3.2) also affect the tidal
currents, and in many situations those shallow-water effects are seen to be more dramatic in the tidal
current than in the tide. When one considers distorted tidal currents one usually speaks of flood
dominance or ebb dominance. The asymmetric tidal current can have: (1) a shorter flood phase with
higher speeds and a longer ebb phase with slower speeds (called flood dominance because of the
higher flood current speeds); (2) a shorter ebb phase with higher speeds and a longer flood phase
with slower speeds (ebb dominance); or (3) the case midway between (where one of the slacks can
last for a couple of hours). Asymmetry in the tidal current is important in the transport of sediment
and pollutants. The transport of coarse sediment depends on the maximum speeds achieved, and so
might be transported up an estuary with a flood dominant situation. Fine sediment stays suspended
except near slacks, so the case with longer slacks before ebb might lead to deposition at that time.
(See Speer, et al, 1991, for more discussion on flood and ebb dominance.)

The distortion in tidal currents can be greatly enhanced by a strictly linear superposition effect,
that in fact, will not similarly enhance the distortion in the tide. Parker (1991a) shows an extreme
example in Ramshorn Creek, a small shallow channel connecting the shallow Cooper and New
Rivers, both part of the intracoastal waterway in South Carolina and both connected to the Atlantic
Ocean (Figure 2.37). Two tide waves, each distorted by shallow water, enter Ramshorn Creek at

Tidal Current in Ramshorn Creek, S.C.
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Figure 2.37. Current speed (top panel on right) and direction (lower panel) plots of the unusual
occurrence of dominant quarter-diurnal tidal currents at an NOS current station in Ramshorn
Creek, SC. There are four cycles per day in the tidal currents (see text). (From Parker, 1991a.)
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opposite ends and cross, superimposing their effects. The M, flood currents for the two waves are
in opposite directions, and so the superposition of the two waves leads to a reduction in the M, tidal
current. Each tide wave is distorted to a different degree because the two waterways leading to
Ramshorn Creek do not have exactly the same width or depth. Thus, there is a different 2M,°-M,°
phase relationship, so that when the M, tidal constituent waves are superimposed the two waves add
together (rather than cancel each other out like the M, constituent waves) thus increasing the M,
tidal current. For this particular situation the result is the very unusual situation of dominant
quarter-diurnal tidal currents (Figure 2.37), that is, the tidal current actually changes directions eight
times a day instead of four (i.e., there are four tidal current cycles per day instead of two) There are
other waterways in the salt marsh estuaries of South Carolina and Georgia that also exhibit the
effects of two tide waves entering from opposite ends and crossing. Most are not as extreme as in
Ramshorn Creek, but the result is very distorted tidal current curves. (This superposition effect does
not lead to a dominant M, in the tide because the two M, waves add positively at the crossover point,
not negatively as with the tidal current.)

2.3.6g Hydraulic Tidal Currents

There is another type of tidal current which involves the crossing of two tide waves from the
opposite ends of a waterway. In this case the waterway is a short and narrow strait, and there is
often a significant difference in tide range at each end of the strait and/or a difference in timing in
the high waters at the two ends. For example, the very fast currents in Seymour Narrows (noted in
Section 2.1.1) are due to tidal height differences between the Strait of Georgia end and the Queen
Charlotte Strait end, the tide being approximately 180° out of phase at opposite ends. Tidal currents
in such straits, which can have very high speeds, were given the name hydraulic currents. Since in
the past it was difficult to maintain a current meter where there were very fast currents (now one can
put an upward-looking ADCP successfully on the sea bottom or a sideward-looking ADCP on a
pier), another method to predict the tidal currents in a strait was devised which used the predicted
water level differences at the opposite ends of the strait.

Two often cited examples in the U.S. of hydraulic currents driven by tidal height differences at
opposite ends of a strait are Deception Pass, Washington (between Rosario Strait and Reservation
Bay), where the tidal currents reach speeds over 8 knots, and the East River (connecting New York
Harbor and Long Island Sound), where the tidal current speed reaches over 5 knots at Hell Gate,
about half way between the entrances. These two stations, and four others with hydraulic currents
(Cape Cod Canal, Chesapeake and Delaware Canal, Sergius Narrows, and Isanotski Strait) still
appear as reference stations in the U.S. Tidal Current Tables.

The daily predictions for each of these six hydraulic current stations are based on harmonic
constants that were derived from the harmonic constants at the tide stations at the opposite ends of
each of the straits (and in some cases were modified based on a small amount of actual current data).
Differences in the water level at opposite ends of the strait are partly due to any difference in the
tidal range at the two ends and partly due to any difference in the time of the high waters at the two
ends. Inthe method described in The Manual of Current Observations (U.S. C&GS, 1950, S.P.215,
pp78-83), the current speed is assumed to vary as the square root of the water level difference. By
the reasoning of this method, the current speed will be a maximum when the difference in water
level is greatest, and will be zero (slack current) when the water levels are the same at opposite ends.
However, this ignores friction and inertia (and other details of the actual hydrodynamics that would
occur in the strait), so there will usually be a lag in the response of the currents due to the difference

76



2. Theory Behind Tidal Analysis and Prediction

in the water levels at opposite ends. This lag was usually determined by obtaining a short record
of current data by whatever technique could work for a few tidal cycles in the fast currents.

This method was developed in the pre-computer era and before the numerous modern methods
which can be used today to measure fast currents in a strait, such as an upward-looking ADCP on
the sea bottom, a sideward-looking ADCP on a pier, or HF or microwave radar. It is no longer
necessary, and was only a reasonable approximation. If one is interested in it, one can look at
S.P.215.

2.3.6h Limitations On Tidal Current Predictions

Because of these various effects on tidal currents (that do not similarly affect the tide), there are
several limitations that should be remembered about tidal current predictions, which will be
discussed below.

Tidal current predictions are only accurate for the exact depth and location where the current
data were obtained. Such predictions may be usable at nearby locations (preferably at the same
depth), but only if the bathymetry does not change dramatically.

It is also very important to remember that bathymetry and shoreline can slowly change over the
years, which means that the tidal currents can also slowly change over the years (while in most cases
the tide will not similarly change over the years). Thus, for shallow-water areas (i.e., for many bays
and estuaries), new current measurements may have to be made and new tidal current harmonic
constants calculated, because the bathymetry has changed (while the harmonic constants for the tide
are still perfectly acceptable). Dramatic changes in bathymetry, such as due to dredging or rapid
shoaling or due to the dramatic movement of sediments after a large storm, can make the predictions
in the Tidal Current Tables invalid (or at least much less accurate) for any locations within the area
of the dredging or shoaling or storm movement. Even for this extreme situation the tide predictions
may not be affected at all, unless the bay or estuary is very small and the changes due to the
dredging or shoaling represent a significant portion of the total volume of the waterway. (For
example, dredging in a small bay can increase the tide range.)

As will be discussed in Section 3.6.1, since many current stations have short data time series
tidal current predictions at these stations are often produced using time differences and amplitude
ratios (found in Table 2 of the Tidal Current Tables), calculated through a nonharmonic comparison
analysis. For a nonharmonic comparison tidal analysis (and the resulting predictions) to be
reasonably accurate, it is crucial that the reference and subordinate stations have very similar
frequency domain characteristics, that is, the ratios of diurnal-to-semidiurnal constituents should be
very similar, as well as the ratios of quarterdiurnal-to-semidiurnal constituents. From what has been
seen in this section, there can be significant variation of tidal currents over a geographic region,
making it more difficult for all these short (subordinate) stations to have the same frequency
characteristics as the reference station(s) being used. For example, in the waterway shown in Figure
2.36 and other waterways nearby, there is such a dramatic variation over geographic distance in the
diurnal-to-semidiurnal ratios in the tidal currents, that it is difficult to have enough reference stations
to handle all the subordinate stations accurately.

Another bad situation arose sometimes in the past, when the lack of a long-term current data time
series led to the use of a tide station as the reference station for tidal current stations. However,
when one wishes to compare the tidal current to the tide one must remember that basic linear
hydrodynamics determines that the tidal characteristics can be very different for tidal currents and
tides at the same location. For example, the quasinode for a constituent of the tide will occur 1/4
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of a wavelength from the head of bay (where the reflection of the tide wave takes place), where as
for a constituent of the tidal current the quasinode will occur %2 of a wavelength from the head of
bay (see Section 7.4.1). Thus, near the M, quasinode of the tide, where the diurnal effect is therefore
stronger and the tide may be mixed or diurnal, the tidal currents will still be semidiurnal. This
occurs in the eastern end of the Strait of Juan de Fuca near Victoria, British Columbia (see Parker,
1977).

All these various geographic and bathymetric effects can also cause the directions of the
maximum flood current and the maximum ebb current at a particular location to not be directly
opposite of each other, that is, to not be 180° apart. The direction difference between maximum
flood and maximum ebb tidal currents will depend on exactly where the current meter is positioned.
If placed in a straight section of channel, then flood and ebb directions will be 180° apart. However,
if the current meter is placed at a bend in the channel, the difference between flood and ebb
directions can be very different than 180°. When this latter situation occurs, and one harmonically
analyzes the tidal current data, there will be an apparent mean current and an artificially large
overtide, i.e., M,, that comes out of the analysis of the two orthogonal components (see Section 5.1).

Because of all these mechanisms that can cause significant variation in tidal currents over depth
and horizontal/geographic distance, this is an area of tidal prediction where (high-resolution)
numerical hydrodynamic models are most useful, and may actually do a better job than obtaining
many current records and obtaining harmonic constants for each. (See Section 8.3). Given that
slightly moving a current meter can change the harmonic constants significantly, and not knowing
the location where the current meter would be most representative of the local area, it may be better
to rely on the predicted tidal currents over the small area of a grid cell in a carefully calibrated
numerical model (that is forced at the entrance with very accurate tide predictions). That being said,
one must remember that there can be problems with how well a model might represent the currents,
especially if it does not have high enough spatial resolution. Thus, for locations with uniform
geography and bathymetry for which one has a long data time series of high quality current data, it
will usually be better to rely on harmonic analysis of the current data and the subsequent prediction
of the tidal current from the calculated harmonic constants.

There is another aspect of current data that does not apply to water level data. In current data
one is more likely to find energy at frequencies close to tidal frequencies that is not caused by the
tide. In the summer in many coastal locations one will see a land breeze-sea breeze, where the name
comes from that fact that generally the wind blows toward the land during the day (the landward
wind replacing rising heated air over the warmer land surface) and toward the sea at night (the
opposite situation), although the change in direction of flow can in many locations actually rotate
around the compass over the 24-hour period. (This is mainly due to the Coriolis effect, so rotations
of the land breeze-sea breeze are clockwise in the Northern Hemisphere, although the orientation
and shape of the coastline can often significantly affect this.) This changing wind speed and
direction has a 24-hour period and thus would show up in a harmonic analysis as S,. To notice this
effect, however, one would need a year-long time series to separate this meteorological S, from K.
Since in many locations the land breeze-sea breeze usually only occurs in the summer, the S, value
would be very different in the summer than in the winter. One should remember this effect when
one is analyzing current data obtained during the summer, because it may have a noticeable effect
on the K, value that comes out of a harmonic analysis.

Along these same lines (that is, of energy from a nontidal source occurring at a frequency near
to one of the tidal frequencies), at some latitudes one must also consider the possibility of inertial
currents. Inertial currents are caused by Coriolis effects on the wind. They are oscillatory currents
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that rotate in a clockwise direction in the Northern Hemisphere (and counterclockwise in the
Southern Hemisphere), and they have energy at a frequency that depends on latitude. The formula
for the period of an inertial current is T, = 11.97 / sin ¢, where the numerator is half a sidereal day
in hours and ¢ is the latitude in degrees. While generally transient and usually lasting only a few
days, they may last long enough to affect a tidal current analysis, at least in locations where the
inertial frequency is at or close to the frequency of a particular tidal constituent. Thus, in the Arctic
Ocean (or in the Ross Sea and Weddell Sea next to Antarctica) inertial currents may affect the
calculated M, harmonic constants, because the inertial period at 75°N is the same as the M, period.
At latitude 30°N inertial currents will have their energy at exactly the K, tidal frequency, and at
27.6°N the inertial energy will be at exactly the frequency of O,, and thus they might affect the
calculations for these diurnal constituents in large parts of the Atlantic or Pacific Oceans.

Thus, as has been seen, there are many aspects of tidal currents that make them more difficult
to analyze and predict accurately than the tide, but keeping these problems in mind, one should be
able to produce useful results. The next chapter will look at the various methods of time series
analysis that can be used for this purpose.
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3. Methods of Tidal Analysis and Prediction

3.1 Introduction

The prediction of tides and tidal currents is unique in the world of geophysical prediction on
Earth. There is no other geophysical phenomenon where all its energy is known a priori to be found
only at very specific frequencies — which as explained in the last chapter, are determined by the
relative astronomical movements of the Earth, moon, and sun in their various orbits, rotations, and
axis tiltings. For other geophysical systems, notably weather (and on a longer time scale, climate)
only a small portion of the energy is found at known frequencies — primarily the daily cycle (heating
during the day and cooling at night) and the annual cycle (more heating in the summer and less in
the winter). Like the tides, these cycles are astronomical in origin, but unlike the tides, the complex
physics of weather and climate systems is so chaotic that the daily and annual cycles are only a part
of the whole story. Although tidal systems can also be very nonlinear in shallow waterways, they
are not chaotic. The nonlinearity of the tides simply transfers energy from some (astronomical) tidal
frequencies to other new tidal frequencies, which in the time domain show up as distorted tide and
tidal current curves and asymmetries between the flood phase and the ebb phase. The tides are a
periodic deterministic process, whereas the processes affecting weather are stochastic processes that
involve random and aperiodic fluctuations.

[In shallow waterways nonlinear processes also cause an interaction between the (deterministic
periodic) tide and the (stochastic random/aperiodic) weather-induced effects (such as river discharge
or storm surges). The tide can be temporarily changed by these nontidal effects (through this
nonlinear interaction; see Sections 2.3.3, 7.6.3, and 7.6.4), thus bringing a stochastic element into
the analysis and prediction of tides. When dealing with random processes one usually is concerned
with whether the process (data) is stationary, meaning that the average properties computed over
short intervals do not vary significantly from interval to interval. When the tide is nonlinearly
modified by random meteorological effects in shallow water, the tide is no longer stationary. But
arandom (usually small) modification to strongly periodic deterministic process like the tide, does
not make the tide a stochastic process in the same sense as other geophysical phenomena, and the
methods for dealing with these nonlinear modifications require a different approach than might be
used with other nonstationary processes.]

Tidal data analysis and tidal prediction are a special subcategory of time series analysis (and a
further subcategory of statistics). As with any other time series of data, water level data and current
data can be looked at in the time domain and in the frequency domain. In the time domain one looks
at actual real-world measured data as well as tide and tidal current predictions — the water level
heights or current speeds and directions plotted against time. In the frequency domain one looks at
plots showing how the energy found in the data time series is spread over different frequencies. As
was seen in Section 2.2.3, when one looks at a frequency domain plot resulting from the spectral
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analysis of the time series, one again sees the uniqueness of the tides, because the tidal energy is
represented by a series of spikes at only a number of specific frequencies. Ifthe time series analyzed
is fairly short one will see spikes at semidiurnal and diurnal frequencies (and at higher harmonics
of these frequencies if the data came from a shallow waterway), each spike trailing off from a peak
in the middle of the band. However, for a longer time series (which allows finer resolution along
the frequency axis of the spectral plot), one can see the actual tidal spectral lines for the various tidal
constituents. Between these tidal spikes is the rest of the spectrum, resulting from the assortment
of nontidal phenomena that can make the ocean move up and down (or horizontally), but these
effects do not have most of their energy concentrated in a few frequencies. In a plot of a water level
spectrum, the energy from winds, atmospheric pressure, and temperature and salinity changes shows
up primarily as a smooth continuous curve covering a broad range of frequencies, called the
continuum, ranging from wind waves at the higher frequencies to low-frequency storm surges at the
lowest frequencies (see Figure 2.16). The tidal spikes or lines rise above this continuum. The
continuum curve at a water level station near the coast or in a bay is often highest near zero cycles
per day (where zero cpd represents the mean), with the very low frequencies near zero cpd
representing very slow changes in the height of the water surface due to the effects of wind,
atmospheric pressure, density changes, and/or river discharge.

Aswas mentioned in Section 2.2.3, one can use spectral analysis for tidal analysis, but the results
merely give us an idea of how strong the tidal signal is, the relative importance of the diurnal and
semidiurnal bands (and thus information on the type of tide), and whether there are strong higher
harmonics due to shallow water. The spectral results are of no use for tidal prediction, for they
provide no phase information, that is, there is no information about the timing of these effects. Since
one already knows at exactly which frequencies the tidal energy will be found (because of its
astronomical origin), there are much better ways to analyze a water level record or a current record
in order to both characterize the tidal signal, and more importantly, to be able to predict the tide or
tidal current using the results of the analysis.

3.2 Simple Demonstration of Extracting Tidal Constituents From a Data Time
Series

The general methodology for extracting tidal constituents from a data time series, taking
advantage of our a priori knowledge of the frequencies where the tidal energy will be found, can
be seen with a simple demonstration. If one would like to see the contribution to the tide of, for
example, the M, tidal constituent, which has a period of approximately 12.4206 hours, one simply
takes a water level time series and breaks it up into consecutive pieces, each 12.4206 hours long.
One then superimposes these 12.4206-hour-long pieces (i.e., adds them up) and averages them. For
each of these pieces the M, contribution will be in sync, that is, the maximum M, contribution will
be at the same time within each piece of the chopped up data time series, but the other tidal
constituent frequencies will not stay in sync. For S,, which has a period of 12.0000 hours, the time
of the maximum S, contribution to the tide (within each 12.4206-hour piece) will slowly shift earlier
as one moves from piece to piece. This is illustrated in Figure 3.1. The top plot in this figure shows
the contributions of M, and S, for the first 12.4206-hour piece. The M, maximum and the S,
maximum start out in sync, but by the end of the second segment the S, maximum is slightly to the
left of the M, maximum. In the next plot below it, showing the next consecutive 12.4206-hour piece
from a couple of days later, the S, maximum has shifted even more to the left. By the fourth plot
down (about 7.38 days after the first data point), the S, maximum occurs at the same time as the M,
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Bl T -- break it up into consecutive 12.4206-hour pieces, add them, and

calculate the average.

1 & M, -- in each piece, the M, contribution is in sync, but the S,
ol contribution is different, so that after averaging all the pieces the
S, contribution cancels itself out, but the M, contribution does not
-- carrying out the same procedure with 12.0000-hour pieces
cancels out the M, contribution but leaves the S, contribution.
-- some percentage of the contributions of other tidal constituents
i; T will also be present unless the length of the data time series is a

- | multiple of many synodic periods

Figure 3.1. A vert simple demonstration of extracting tidal constituents from a water level data
time series (see text).

minimum. After enough pieces (about 14.76 days after the first data point), the S, maximum will
come back to the same time (within the piece), and again be in sync with the M, maximum.

When one adds up all the 12.4206-hour pieces of the data time series, the S, portion of the tide
will cancel itself out. The same thing will happen with the other tidal constituents — all that will be
left will be the M, contribution. For the moment it has been assumed that one has a very long time
series so the contributions of all the other tidal constituents will cancel out. The result of averaging
all these M,-period-long pieces is an average M, cycle, from which one can obtain the M, amplitude
(halfthe M, range, i.e., half the height difference between the M, high water and the M, low water).
One can also obtain the M, phase lag, which is the time of the maximum M, high water from the
beginning of the mean curve (which itself will have a time relationship to some other time reference
point, such as the time of the moon’s transit over a particular time meridian).

So far it has been assumed that one has a very long data times series, so that all the other
constituents would cancel themselves out over that long period of time. However, when one does
not have such a long data record, one may not want to use the entire length of the record when
extracting (in this case) the M, signal. For example, in the above procedure, one needs a 14.76-day
long time series of data in order to cancel out the S, tidal constituent. This 14.76-day length of
series is determined by the difference in the periods of M, and S,. The difference between the M,
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period (12.4206 hours) and the S, period (12.0000 hours) is 0.4206 hours, and thus the maximum
S, contribution shifts to the left in each successive piece of the time series by 0.4206 hours. It
therefore takes (12.0000/0.4206=) 28.53 M, cycles (or 14.765 days) for the S, maximum to sequence
through completely (as was seen in Figure 3.1). If one had a time series that was 20 days long, one
would still only want to use 14.76 days of that time series, because using the entire 20 day would
leave in some of the S, contribution. One could, however, use 29.53 days, or any multiple of 14.76
days.

The closer in tidal period a tidal constituent is to M,, the longer the data times series must for
its effects to be completely canceled out. The period of N, is 12.6583 hours. The difference
between the periods of M, and N, is 0.2377 hour. This is smaller than the difference between the
period of M, and S,, so it will require a longer time series to cancel out the N, contribution. In this
case it requires 27.560 days long (12.6583/0.2377=53.25 M, cycles), or some multiple of that. The
period of K, (23.9345 hours) is not close to that of M,, and thus only 1.1 days of data (or some
multiple of that) are needed to cancel out the effect of K,. The period of K, is closer to the period
of O, (25.8193 hours) and so 13.66 days are needed to cancel out the O, effect when calculating K,
and vice versa.

One can obtain the contribution of another tidal constituent by going through the same
procedure, but choosing a different time period for chopping the time series up into pieces. For S,,
one would chop the time series up into consecutive pieces, each with a length of exactly 12 .00 hours
long. For N,, one would chop the times series up into pieces, each with a length of 12.658 hours
long. And so on. When doing this procedure for K, (23.094 hours), the two closest important tidal
constituents are O, (25.819 hours) and P, (24.066 hours). For O, therefore, 13.66 days of data (or
some multiple) are required to cancel out the O, contribution when trying to extract K,. For P, since
it is much closer to K, 182.6 days of data (or some multiple) are required.

3.3 The Synodic Period — Length of Time Series Needed To Separate Two
Constituents

The time (typically) required to separate the effects of two nearby tidal constituents is called the
synodic period, and it is defined as the interval between two consecutive conjunctions of phase of
the two constituents (Schureman, 1940, p 51). This time period includes N oscillations of the lower
frequency constituent wave and N+1 oscillations of the higher frequency constituent wave. This
criterion for the minimum length of series required to resolve two constituents is also called the
Rayleigh criterion (Godin, 1972), because it was first proposed by Lord Rayleigh in optics, dealing
with the criterion for resolving two adjacent frequency components when light is shone on a
diffraction grating. Although the demonstration in Section 3.2 was carried out in the time domain,
the most straight forward way to calculate the synodic period , T, , is simply to find the inverse of
the difference in the frequency between two tidal constituents. Thus, the difference in the M, and
N, frequencies is 0.0015 cycles per hour, so the synodic period for M, and N, is T, = (1/.0015)cph =
661 hours =27.560 days. Or likewise, in the classical notation of angular speeds, the synodic period
is 360° divided by the difference in the angular speeds of the two tidal constituents. Another way
of stating Rayleigh’s criterion is: to resolve two frequencies their difference must be greater than
the inverse of the length of the data time series analyzed, i.e.,

0,- 0> T
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Table 39.—Synodic periods of constituents
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Table 3.1. Schureman’s Table 39 showing the synodic periods for a number of pairs
of semidiurnal and diurnal tidal constituents. (From Schureman, 1958.)

or, in other words, the length of the time series must be greater than (or, in reality, approximately
equal to) the synodic period, i.e., T > T,.

Schureman’s Table 39 (reproduced here as Table 3.1) shows the synodic periods for a number
of pairs of semidiurnal tidal constituents (bottom table) and for a number of pairs of diurnal tidal
constituents (top table). (There is no need to consider the synodic period between a semidiurnal
constituent and a diurnal constituent, since it will be on the order of a day.) For a particular
constituent, the most important synodic period will the longest synodic period with another tidal
constituent that is expected to have a larger amplitude than it. For example, in Table 3.1, one sees
that to separate P, from J,, K, M,, O,, and OO, (the fifth row of the diurnal table) one needs data
times series of lengths 23.942, 182.621, 32.451. 14.765, and 12.710 days, respectively, and to
separate P, from Q,, 2Q,, S,, and p, (the sixth column of the diurnal table), one needs data times
series of lengths 9.614,7.127,365.243, and 10.085 days, respectively. But because K, is the diurnal
constituent with the largest amplitude, it is the 182.632-day synodic period that is important. If one
has less than 183 days of data, according to the Rayleigh criterion (but see caveat below) one could
analyze either for K, or for P,, but not both. One would naturally choose K, because it will always
have a larger amplitude than P,. But the K, harmonic constants (amplitude and phase lag) that come
out of such an analysis will include an error caused by the effect of the P, energy that could not be
separated out. Table 3.2 shows the synodic period (fourth column in that Table) for each tidal
constituents with respect to a larger tidal constituent from which it must be separated.
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In both Tables 3.1 and 3.2 one notices that once there is at least a month of data there are no
significant astronomical tidal constituents that adversely affect M, or O,. However, for the rest of
the primary tidal constituents there are interfering tidal constituents with half-yearly and yearly
synodic periods. Thus, unless one has (approximately) a half year of data, K, will be affected by
P,, and S, will be affected by K,, and N, will be affected by v,. Unless one has (approximately) a
year of data K, will be affected by S,, and S, will be affected by both R, and T,.

If one was interested in separating only two tidal constituents the minimum length of the time
series would be straightforward, i.e., it must have a length equal to the synodic period for those two
constituents. But since one needs to correctly separate many pairs of constituents, all with different
synodic periods, the key question is— what should the length of a time series be in order to separate
the most tidal constituents? For a particular data time series one could use a length that is the best
compromise for the most important tidal constituents. This involves not just the longest synodic
period found in Table 3.1 for key tidal constituents, but also multiples of other key synodic periods.
For example, in Table 3.2 one sees some natural groupings near 15 days, 29 days, a half year, and
a year. Schureman suggests that 369 days should be considered as a standard length for harmonic
analysis because it is supposed to “conform very closely to multiples of the synodic periods of
practically all of the short-period constituents.” In practice, however, and especially if one is using
a least squares harmonic analysis technique (see Section 3.4.5) 365 days of data should work fine
(Schureman used a Fourier series technique).

However, a number of authors have felt that the Rayleigh criterion is overly restrictive. Munk
and Hasselman (1964) suggested that the length of the time series determined by the Rayleigh
criterion could be shortened if there was not much noise in the data time series (either from
meteorological effects of from the instrument itself). In fact, they specifically suggested that the
required data series length can be reduced by the ratio of the signal-to-noise standard deviation, and
they referred to this as “super resolution”. Thus, Munk and Hasselman replaced the Rayleigh
criterion with another relation. They said that meaningful information can be gained about the

frequencies, G, and G,, provided that

-1
6,- 0> ——L 1/
(signal/noise level) ~

This seems to imply that for a signal-to-noise ratio of 1 that the classic Rayleigh criterion is a
good rule. It also seems to imply that if one has (e.g.) a water level record with a very strong tidal
signal then one may be able to extract more tidal constituents than would be expected for the length
of time series available. The extreme example would be a time series produced by a model forced
at the entrance by only tidal predictions, which does not contain any noise. In this case it may be
possible to use much shorter records than specified in Table 3.1 (see Foreman and Henry, 1989).
Similarly, if one has a weak tide signal, one may not be able obtain good harmonic constants even
if one has a record length that is longer than the synodic period. It also implies that for a data record
with some noise a large tidal constituent might be obtained very accurately, but a small constituents
down in the nontidal noise might be determined less accurately (or not at all). This would be a
separate effect from this small constituent being overwhelmed by meteorological fluctuations that
happened to fall at its particular frequency, yet it might not be distinguishable from that effect, since
one would expect the noise closest in frequency to the tidal line to have the most effect. Either way,
the only good way to check the quality of harmonic constants (if one has enough data available) is
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to analyze several different data sets (with the same data length) and see how consistent the
amplitudes and epochs are from data set to data set.

However, there still seems to be a lot of room for interpretation. Pugh (1987) suggests that in
practice, “the Rayleigh criterion is a good guide for tidal analyses of continental shelf data from
middle and high latitudes, but finer resolution is feasible in ideal conditions such as tropical oceanic
sites.” There is also experience to show that the nature of the least squares technique used in most
modern harmonic analysis programs sometimes allows one to use time series lengths shorter than
that determined by the Rayleigh criterion. In some cases, for example, P, has been reasonably
accurately determined from length of series a month or two shorter than the six months suggested
by the Rayleigh criterion, but this has not happened for all such cases, and it may possibly be
affected by the relative positions of the K, and P, maximums in the particular time series used. (See
also Godin, 1972, Foreman, 1977, and Jay and Flinchem, 1999).

A reasonable approach is to initially use the synodic period (Rayleigh criterion) as a guideline
when carrying out a harmonic analysis. Then, especially if one’s time series is a little shorter than
one of the key lengths of series (see Table. 3.2), rerun the harmonic analysis with one or more
additional constituents included that one should be able to obtain with the next highest length of
series.

The procedure described in the simple demonstration in Section 3.2 is not a very efficient one,
especially when many tidal constituents have to be resolved from each other, and as will be seen
there are more sophisticated ways to accomplish this. Each of the tidal analysis methods described
in the following sections has a different technique for extracting the amplitude and phase lag (epoch)
of each tidal constituent. But the above demonstration provides the basic idea behind most tidal
analyses whose results are presented in the frequency domain, and the Rayleigh criterion (at least
as a useful guide) is true for all tidal analyses in the frequency domain — the longer the data time
series the more tidal constituents that can be accurately resolved, that is, whose effects can be
separated from each other. Another way of saying this, the closer in frequency two important tidal
constituents are, the longer the time series that is needed to resolve them.

Although the most accurate tidal analysis methods will deal with the frequency domain (that is,
they will produce results for particular tidal frequencies), there are also tidal analysis methods that
deal only with the time domain. Such nonharmonic methods simply compare the data time series
at one location (station) with the data time series at another. This is usually done only for key
recognizable points in the time series, such as high waters and low waters on a water level curve,
or maximum floods, maximum ebbs, and slacks waters (or minimum flows) on a tidal current curve.
Thus, the time of high water at a subordinate station will be calculated as occurring a certain amount
of time after the corresponding high water at a reference station, and being a certain number of feet
higher or lower than the high water at the reference station. The results of such nonharmonic
methods are used for stations listed in Table 2 of the Tide and Tidal Current Tables. Such time
domain methods were historically the first kinds of tidal analysis used. The earliest methods used
the time of each of the moon’s transit overhead as the time reference points, a certain number of
hours after which high water would be calculated to occur. [A nonharmonic comparison method is
also the basis for how tidal datums are computed at a short-term station and referenced to a 19-year
period (see CO-OPS, 2003).]

In the following sections various methods will be described that are used for tidal analysis and
prediction. The most commonly used methods are based on the theory of harmonic analysis, not
much different from that developed by Thomson, Ferrel, and Darwin in the late 1800s, except that
the Fourier analysis solution technique (Schureman, 1958) has generally been replaced by a least
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Tidal Analysis and Prediction

squares solution technique (Harris, 1965; Foreman, 1977; Foreman and Henry, 1989; Dronkers,
1964). The daily predictions for reference stations in all nationally published Tide and Tidal Current
Tables are produced from the harmonic constants that come out of tidal harmonic analysis.
Nonharmonic analysis, which is simply one of several methods of comparing the tide or tidal current
at two locations, is used to calculate the time differences, height differences, velocity ratios, etc. for
the thousands of subordinate stations in these tables that are referred to the reference stations.
Several refinements to the harmonic methods were developed in recent decades, as well as the cross-
spectral approach of the response method developed by Munk and Cartwright (1966). All of these
methods will be described below. Whatever the method used, some principles will always apply.
As mentioned above, the analysis of longer data times series will lead to better predictions no matter
which type of analysis is used, because more tidal frequencies can be resolved with a longer time
series.

3.4 Harmonic Analysis
3.4.1 Introduction

Tidal harmonic analysis was first developed by William Thomson (later Lord Kelvin) in England
in 1867, but was developed ind