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ABSTRACT

The Coastal Ocean Modeling Framework (COMF) is an end-to-end set of standards and tools for
NOAA National Ocean Service’s (NOS) operational hydrodynamic forecast models. These models
are created by Coast Survey Development Laboratory (CSDL) and run in the Center for
Operational Oceanographic Products and Services (CO-OPS) operational environment. The usage
of COMF by all NOAA/NOS operational models will allow a multiplicity of models to be
maintained in an efficient and robust manner. The framework consists of standards and
implementation of the standards for methods to read a variety of data sources to run a real-time
modeling forecast system. The set of middleware provides a common look to all the data sources so
that models can be easily developed, maintained and enhanced in the future. By standardizing
operational models, great efficiency is achieved in building and testing. This should allow NOS to
develop and implement forecast models, faster and of higher quality.

Key words: Operational nowcast/forecast systems, hydrodynamic forecast models, database
reader, research to operation transitions, middleware, HYDRONetCDF, Oceanographic model,
short-time forecast guidance
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1. INTRODUCTION

NOAA and NOS have the mission and mandates to provide comprehensive coverage of predictions
and information to support navigation and coastal needs' 23 To support this mission, NOS
develops and maintains hydrodynamic model-based Operational Forecast Systems (OFS) for sea
ports, estuaries, Great Lakes, and coastal water bodies, which together with NOAA’s operational
oceanographic capabilities form a national backbone of real-time data, tidal predictions, data
management, and operational modeling. Critical factors that will enable NOS to successfully meet
this requirement for OFS are: focused research resulting in validated enhancements; cost and time
efficient development and production; and robust and reliable operations. The integrated solution
to these collective needs is NOS’s Coastal Ocean Modeling Framework (COMF).

1.1 What is COMF?

The Coastal Ocean Modeling Framework (COMF) is a set of standards and tools for developing
and maintaining NOS’s hydrodynamic model-based Operational Forecast Systems. The goal of
COMEF is to provide a comprehensive software infrastructure to increase ease of use, performance,
portability, interoperability, and reuse in forecast models applied to models of estuaries, coast
ocean and the Great Lakes and to provide a common interface to other NOAA (e.g. Earth System
Modeling Framework — ESMF) and extramural partners and stakeholders. COMF provides a
software framework for individual scientists, model production, and the critical operational
environment. COMF is an absolute necessity for NOS to successfully support NOAA’s mission
goals and become a leader in estuarine and coastal modeling.

The net effect of COMF will be increased time-and-cost efficiency for forecast system
development and production, combined with increased reliability for operations and maintenance.
Best methods have, and will continue to be infused seamlessly into the standardized COMF
components, enabling the community sharing of validated improvements and the minimizing of
redundant parallel efforts.

All model forecast systems developed and produced for transfer to NOS operational status will be
standardized within COMF. This will be accomplished by providing standard tools to perform as
many of the modeling tasks as possible. An operational forecast system consists of a numerical
hydrodynamic model code to calculate water levels, currents, water temperature and salinity. In
addition, it includes code to access data sources and reformat the data for ingestion to the model
code. Finally, output files from the model run are generated, disseminated and plotted for web
pages. The data access task is always more difficult than the oceanographer anticipates and has
historically resulted in excessive development times. It is also the weakest part of the operational
model system as it is prone to errors, often breaks down due to changes in external data bases and
requires continual maintenance in the operational environment. As the number of modeling systems
increase, the development and maintenance cost of multiple versions of these systems becomes

! Section 883b of the Coast and Geodetic Survey Act of 1947 (33 U.S.C. 883a-i)

* Hydrographic Services Improvement Act of 1998 (33 U.S.C. 892 et seq.)

3 Section 204(a)(2) of the High Performance Computing and Communication Act of 1991 (P.L. 102-994, 15 U.S.C.
55015528)



prohibitive. The COMF solves most of these problems by providing a complete suite of
"middleware" between the databases and the models, and by enforcing standards for the operational
models used by NOAA. In addition, standards are created to unify the output of the models so that
only one set of products, graphics and web page programs are maintained.

The COMF is comprised of a collection of middleware that ensures uniform methods are used for
all operational models to access data sources and produce outputs. The COMF components are
composed of UNIX scripts (Bourne shell), FORTRAN programs, PERL scripts, and IDL for
graphics. The new systems will consist of ten logically and simply defined modules which will be
found in each model main script. Throughout this document an example of the Chesapeake Bay
Operational Forecast System (CBOFS) main script, MAIN CBOFS.sh (Appendix D) is used to
demonstrate the usage of the modules and other scripting techniques.

1.2 Overview of COMF Modules for Operational Forecast Systems

The operational forecast systems are computer code which controls the timing, acquisition of data,
running of the models, generation of site specific output, generation of graphics and dissemination
of results via a web interface. In COMF, most of these capabilities are transparent to the model
developer. The primary interface for each modeler is via a main shell script which runs
automatically many times a day. The main shell run script (MAIN **QFS.sh) consists of ten
sections or modules. The sequential execution of these ten modules makes one full run cycle of the
model.

Module 0: Set Environment variables for directories
Module 1: Computer system tests
Module 2: Create the start and stop times

Module 3: Get data
The series of programs pull the necessary external data off the various databases and make it

available to the model.

Module 4: Reformat data

The series of programs to reformat the standard data into specific formats should be model
independent. A set of standard formats (NetCDF) should be developed and used for all model input
sources.

Module 5: Run the hydrodynamic model

The specific model code (Princeton Ocean Model (POM), Regional Ocean Modeling System
(ROMS), Quoddy, Elcirc, etc.) is run. An alteration to the specific model code will be the usage of
our standardized output methods to create the HY DRONetCDF files.



Module 6: Archive the data
The primary archive product will be the HYDRONetCDF output files. And others may be archived
as well.

Module 7: Make the graphics
Standardized plotting programs will run on the standard HYDRONetCDF output files to create
graphics which will be sent to standardized web pages for display by CO-OPS.

Module 8: Make the CORMS FLAGS
Standardized methods to monitor the flow of data through the model are used by the CO-OPS
Continuous Operational Real-time Monitoring System (CORMS) group.

Module 9: Purge old files
Standardized script with an associated control file is used to routinely purge various file types. Old
model archive and log files will be removed to conserve disk space.

The multiple modules give form and standardization to the operational forecast systems and
simplify their creation. Of the module components of COMF the most significant and probably the
most complicated is the unified data access methods, known as the Operational Quality Control
System (OQCS). Unified data access is accomplished by providing a complete collection of data
access tools which have been designed and tested to grab data from just a few sources. They
provide the minimal forcing data set for our models of water level, wind, river discharge, salinity
and temperature. These are obtained from the National Water Level Observation Network
(NWLON) or Physical Oceanographic Real-Time System (PORTS) stations and a few other data
sources, US Geological Survey (USGS) rivers, and National Data Buoy Center (NDBC) Coastal-
Marine Automated Network (C-MAN) stations. NOAA forecast model guidance from North
American Mesoscale meteorology model (NAM) and Extra Tropical Storm Surge (ETSS) models
are also accessed with the same routines. Future models will only use these tools and all database
management, calibration issues, quality control, CORMS flag generation and reformatting will be
removed from the modeler's burden, allowing them to focus more efficiently on model application
and validation.

1.3 The Future

COMF will be a dynamic framework that will infuse seamlessly validated enhancements and new
techniques as standardized components. All enhancements will be required to pass rigorous testing
and validation, and will be added to COMF using configuration management software. Formal
version upgrades are targeted for release on an approximately annual schedule. There will be
compromises and limitations placed upon the modelers and their development choices. But by
careful design we can limit these and make the payoff in efficiency and quality well worth any
initial inconveniences.






2. COMPONENTS OF THE COMF

COMF consists of more than just the code to make a model run. 1t is a collection of tools to aid in
the whole process of developing an operational hydrodynamic model forecast system. It is an end-
to-end system covering the model's data needs, running environment, auxiliary programming
support, output file standardization, graphics, web pages, assessment and evaluation, model design
and development.

2.1 Data Bank

The Data Bank is the collective repository of the real time data and the various operational forecast
products which are necessary to run our models. There is no single computer and no single hard
disk drive which is the data bank for COMF. Rather models access data from a variety of sources,
some local, some from the Internet, some from archives and some from real-time data sources. The
Operational Data Acquisition and Archiving System (ODAAS) is a large part of this, providing
access to NWS forecast products (Kelley et al, 2001; Westington and Kelley 2003). The CO-OPS
National Water Level Observation Program, NWLON, water level and PORTS database is another
integral part (Evans, French and Bethem 1997; Bethem 1998; Nault 2000; Burton 2000). But some
databases might not actually reside in CSDL or CO-OPS. For instance, direct reading of data from
web sites, which provide sufficient flexibility, would be better than trying to recreate and maintain
extensive, duplicative databases. In fact the old method of daily downloads via FTP to a local data
base has been found to be less reliable than direct access to web sites, which are vigorously
maintained as agencies' primary data distribution tools. Databases of this sort include the NDBC
buoy and C-MAN stations, the USGS river stage and discharge database, and the OPeNDAP server
data made available by OCEAN.US sources.

2.2 Standardized Database Readers

To simplify the modeler's work, the system provides a set of standardized dat ase readers. These
will be the interface into the Data Bank. It is important that these be the only method modelers use
to grab data for model runs. M:  ‘cnance of the data links will thus not be a modeler's
responsibility and can be handed off to the specialist who maintains the COMF readers. The most
common failure mode of real time modeling systems is an interruption to data feeds at the source,
usually caused by internal changes to operations, such as new data file formats or password
authorization. The gage failure is also very common. With COMF, such failures are addressed in
only one location, the COMF data base reader, and not on a model-by-model basis. The labor
savings from this alone would justify the usage of COM.. .

By forcing all models to use these readers, all the raw input data files for all models are of similar
type. This is 1 essary to allow model maintenance and simple switching from one input data
source to another different source, such as is needed when a meteorological station is taken down
for repairs, or a river stage gage is removed from service. Output of the standardized readers is only
a few types of files. Data are only time series at stations and time series of 2D fields. Most station
time series are simple ASCII files consisting of only date/time and observation. The two (or three)



dimensional field data will use the CSDL standardized HYDRONetCDF file formats (Gross and
Lin in preparation.). Some station observation data can be placed into NetCDF time series files.

2.3 CSDL Modelers Library

The standar” d input and output files are supported by a growing list of routines used to read and
output them. A library is maintained containing these subroutines. Model interfaces should be
based on the library whenever possible. The library should not allow special case programs
designed for one particular modeling method, estuary, Great Lakes, or coastal region. However
general interface programs to POM, ROMS or other off the shelf models will be greatly
encouraged.

2.4 Standardized Outputs

The NOAA CSDL/CO-OPS model outputs must present uniform format to intramural and
extramural partners and stakeholders. All of the operational forecast system models must output
similar files in order to allow 3rd party software to access our model results. Ocean US has
declared that DODS (or similar technology) will be used to serve model results to the world using
the extremely flexible NetCDF format (Refer to DMAC, http://dmac.ocean.us/dacsc/imp_plan.jsp).
Part of the COMF project has been the development of a standard NetCDF output format for
oceanographic models which adheres to all meta-data standards expected by Ocean US.

2.4.1 Graphics

A suite of graphics programs has been created. They are designed to read only the NetCDF
standardized output files. The first level of graphics programs creates time series and field graphics
for dissemination on the CO-OPS web pages. A generalized script, GRAPHICS.sh (Appendix B
17), calls IDL programs tailored to the graphics requirements of the CO-OPS Web Services. This
script uses the NetCDF output of the models and accesses NWLON databases for the comparison
observation data.

The NetCDF standard will allow reusable graphics software to be created to serve all CSDL and
CO-OPS modelers. Improved products, including graphics is a recognized iority that will be
implemented incrementally with new versions of COMF. Example improvements may include
integration with other CO-OPS products and web sites with capability to zoom and capability to
link to station time series from field plots. Future improvements of graphics should include
animations, 3D, "Slice and Dice 3D", and GIS converters. GUI interfaces to provide a simple way
to view model results in detail would also be useful to the modelers.

2.4.2 Web Pages

CO-OPS web pages are generated from the standard model output files. It is important to be able to
quickly and reproducibly put up a NOAA web page with a new model. By standardizing the
graphics and web pages, we can build a "new" web page in a matter of days, rather than months.



Enhanced capabilities, such as on demand drogue tracking, can be added to existing models and
web pages without extensive retooling.

2.4.3 CORMS

The CORMS (Gill, Stoney, and Bethem 1997) will be used by all CO-OPS models to assure that
the models are continuously running and to notify all necessary personnel when problems do occur.
The CORMS reporting tool is a web based interface with a series of status flags indicating the
operational status of hardware, data links, model runs and data quality. The COMF automatically
produces these flags and will allow all of our models to easily integrate with ~ - existing CORMS
tools.

2.4.4 Model SKkill Assessment Tool

Part of the process of creating a NOS operational model is the application of standard procedures
for evaluating the accuracy of models (NOS 1999; Hess et al. 2003). Certified software to calculate
the statistics have been developed which ingest COMF standard output files. The skill assessment
software is described in a NOAA technical report (Zhang, in preparation).















the previously missing data replaced by good data, or it may use some other sort of back filling. A
special function is available through WLQCF .sh which prevents discontinuous ater levels.

The solution to this problem adjusts the forcing data to match the hotstart dat The adjustment is
done by adding an offset to the non-tidal portion of the water level signal. The wdjustment offset is
then continued, but slowly reduced to zero. The time to reduce the adjustmen > zero is called the
ramp time. WLQCEF.sh can apply this ramp adjustment to the data automatic: . If a single water
level value or a previous time series file is given to the WLQCF .sh command ne, the output time
series will be adjusted at the start time and a six hour ramp is used to reduce the adjustment. The
water level at the start time maybe provided:

WLQCF.sh 8638863 NWLON "2004 01 12 12 00" \*
"2004 01 13 00 00" 0.10 CBBTWL.DAT 0.543

This will cause the output file to be adjusted to 0.543 at the start time 2004 01 12 12 00. Any
adjustment value which was added will be reduced to zero over 6 hours. Or the water level valid at
the start time can be extracted from a previous time series file:

WLQCF.sh 8638863 NWLON "2004 01 12 12 00" \
"2004 01 13 00 00" 0.10 CBBTWL.DAT CBBTWL.LASTRUN.DAT

This reads the second data file, CBBT LASTRUN.DAT, for the water level at the art time.

A graphical description of the process is presented in Figure 1. In the examp'~, nowcasts are run
every 12 hours. The observation data available for Nowcast 1 from Jan 12, 0C 0 to Jan 12, 12:00
are missing from 9:00 to 15:00. ..erefore, the WLQC. .sh script must persic. the 9:00 non-tidal
value until 12:00 (red line). Nowcast 2 from Jan 12, 12:00 to Jan 12, 24:00 1ust start with the
previous nowcast HOTSTART file which specifies the water level value at Jan 12, 12:00.
WLQCEF.sh uses this value and linearly fills to the non-tidal offset six hour I¢ “r at Jan 12, 18:00
when upon the full observation is used (green circles). The interpolations anu gap filling are all
done only to the non-tidal water levels. The full data are obtained by simply adding back the
astronomical prediction values for the time period.

The forecast water levels from the Extra Tropical Storm Surge forecasts usu: / have fairly large
offsets from the last observed water level value. The WLQCF.sh script apy s the same offset
correction method to the ..['SS data, but it uses a very long ramp time of ~*x thousand hours,
effectively persisting the last observation correction value for the full 36 nours of the ETSS
forecast.

The default ramp length for ETSS is six thousand hours and for all other data sources is six hours.
However the ramp length can be adjusted. An eighth parameter is given to th WLQCF.sh call to
specify the ramp length (e.g. 16 hours in the following example):

WLQCF.sh 8638863 NWLON "2004 01 12 12 00" \
"2004 01 13 00 00" 0.10 CBBTWL.DAT CBBTWL.LASTRUN.DAT 16

* Back slash is a line continuation in Shell script language.
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The single station output file is also available for WINDQCF .sh using the NAM forecast.

WINDQCF .sh "-78.543 36.443" NAMSTATION "$time_now" |
"$time_forecastend" 1.0 windsnam.t2

This will interpolate the NAM forecast fields to the longitude, latitude specified. Output is in the
TS2 format for uwind and vwind data. However an additional file is also sar | which is a single
station NetCDF with all of the NAM forecasts at that one station. It will be named by appending
the NetCDF extension ".nc" to the end of the requested filename. In the above case two files will be
created: windsNAM.t2 and windsNAM.t2.nc The NetCDF file uses just the starting time and
ignores the delta time specification. However, the TS2 file returned is extrapolated, gap filled and
interpolated to the specified time spacing (1.0 hourly in the example above). The same functionality
to return a NetCDF file has been added to TEMPQCF .sh and PRESQCF .sh to use NAMSTATION.

3.2 CORMS Flags

Continuous Operational Real-Time Monitoring System (CORMS), requires information about the
status of each raw data access. The operational model will send to CORMS a file containing lines
describing the success of the various actions which make up a successful mc :l run. These flags
are interpreted and displayed to the CORMS operators as red, yellow or green indicators of the
health of the system, (e.g. The CBOFS flags, Figure 2). A CORMS flag must be provided by the
COM.. data acquisition scripts to indicate the percentage of good data returned for each data access
attempt. Each raw data access will be checked for number of lines returned and number expected.
A script is provided which does this function, cormspercent.sh. Given a raw data file, the starting
and ending times and the expected delta time of the database used, this script prints out the
percentage of good data received. It will be called from inside the *QCF.sh scripts. For instance
these lines are inside TEMPQCF.sh

deltat=0.10
CORMSPERCENT="cormspercent.sh "8tstart" "$tend" 8deltat STDAT"
echo "TEMP_"$sensor" "$stationid” "8CORMSPERCENT >> $CORMSLOG

The result of each call to a QCF.sh script will be the concatenation to SCORMSLOG of another
CORMS flag line indicating the result of a database read. ...e very special environment variable
$CORMSLOG is the name of the file in which all CORMS flags will be recorded. By default it is
set to /dev/null by the setenvironmentvariables.sh script, specified in Module 0. At the top of the
model scr’  this var le should be set to a real filename and exported. A first line should be
written to it to initialize and perhaps provide information for CORMS flag processing. At the
beginning of the model run script (e.g. MAIN CBOFS.sh) these lines should be included:

source /COMF/oqcs/setenvironmentvariables.sh

export M( DIR=/COMF/ohms/cbofs

export CORMSLOG=38MODELDIR/execlog/corms _raw.txt
time_now="'date -U"
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3.3 Data Banks

A variety of databases are interfaced with the QCF.sh scripts. . ur each of these databases, there are
several "middleware" programs which allow the particular access method and format problems of
the database to be solved and hidden from the COMF user. Some of the access and format solutions
for the databases may change through time. For instance the computer IP add  ses, or web access
protocols change about every other year for most of these. The COMF system's greatest
contribution to model stability is to isolate these problems to a single interface program, which can
be relatively easily fixed.

3.3.1 NWLON

The National Water Level Observation Network (NWLON), database includes observations, the
water level gages and many meteorological stations used by most models. The NWLON and
PORTS data are combined and maintained by the CO-OPS (Bethem 1998; Burton 2000). Access is
given through the CO-OPS script get_data nwlon_db.sh (Appendix B 11) which directly accesses
the NWLON SYBASE SQL database. It returns the date, time, observation and QC flags from the
database. The *QCF .sh script which calls this uses the QC flags to reject bad data records. This
access method can get PORTS PUFFF data which is only about six-12 minutes old (Evans, French
and Bethem 1997). get data nwlon_db.sh is also the interface to the astro tide predictions provided
by the program pred ngofs.f (Appendix C 20). This is the source of the tidal p1  ictions provided
in the . 33 files from WLQC., .sh .

3.3.2 NWLONweb

An earlier version of the COMF script accessed NOS” WLON database through the CO-OPS web
page. Rather than go directly to the SYBASE SQL database, this runs off their general purpose CGl
script which is accessed through an HTML call with wget. This is more complicated and, at the
same time, simpler than the get _data nwlondb.sh. However it is susceptible to arbitrary changes in
the CO-OPS web pages while the ISQL method is not. It has the advantage that it works on any
computer with Internet access, not just the computers inside the NOAA firewall, as required by
get_data nwlon_db.sh.

3.3.3NDBC

. .is also uses an HTML wget command to access the raw data files off the National Data Buoy
Center (NDBC) web site. The data files are usually only the last 30 days. Old data is not available.
However several years old data is downloadable from their archives. An alternative method to be
called NDBCarchive is being developed to aid the modeler in doing retrospective runs.

3.3.4 USGS

The United States Geological Survey (USGS) stream gage data provides the fresh water sources for
the estuarine models. The USGS web pages are accessed using the wget command. The files
returned are of variable format so a parsing program was written to draw the various data types out
of their files.
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3.3.5ETSS

..1e Extra Tropical Storm Surge (ETSS) forecast model results are held in ODAAS. The L. S data
1s given at locations specified by mnemonic codes, e.g. cb, ny. The reader uses ¢ NWLON station
id most appropriate to the ETSS station. This is necessary to access the approp te tidal constituent
data which only exists at NWLON station.

3.3.6 NAM

The large GRIB files holding all of an NCEP NAM model forcast cycle are downloaded by
ODAAS 4 times per day. They are then converted to NetCDF format by an ODAAS NCL script.
The files are purged weekly, thus only the most recent files are available. The
NCLwindgetNAMsub.sh script subsets the large NetCDF file for just surface winds, pressure and
temperature within a specified longitude, latitude boundary. The NetCDF also contains the time
and the longitude and latitudes of the data.

3.3.7 Other NCEP models
In the future, COMF scripts will be modified or new ones written to handle analyses and forecasts

from NCEP other operational meteorological forecast systems, such the Global Forecast System
(GFS), the Weather Research and Forecast (WRF) model, and Rapid Update Cycle (RUC).
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4. SYSTEM DESCRIPTION

The COMF will be described by working through all the procedures necessary to make a
standardized hydrodynamic model run. The process of creating an operatior  model consists of
many steps and decisions. First a geographic region is identified and the majo  hysical parameters
of interest to the public and necessary to the model are identified. A num..ical hydrodynamic
model capable of working in the area is identified. The geometry, numerical grid and bathymetry
are collected or constructed for the region. Model initial conditions are spec  d from a previous
run of hotstart of observed data. Appropriate external forcing requirements :  identified. This is
the point at which available data, real time data and external data bases are id ified. Methods for
gathering those data are created. Non-operational tests are done on the mode 1 develop the code
and accuracy. These non-operational tests may include: 1) hindcast on demand; 2) astronomical
tidal simulation; 3) one year hindcast; 4) one year of repeat daily nowcast/forecast cycles. COMF
can be used to easily run these alternative scenarios. Finally all these ingredients are combined in
an operational system with web site and CORMS quality control added. The COMF dictates this
last step explicitly, but familiarity and usage of the COMF tools can greatly 1 the initial design
and configuration.

This document is a broad overview and more thorough description of the design and details of all
parts of COMF. A step by step user guide to setting up a COMF-based model forecast system is
provided in Appendix A as “Build a Model with COMF”.

An operational model consists of a program which executes the ten modul in sequence. The
method of running the model is via a crontab'ed shell script which executes the ten modules. The
daily run schedule of the model will be specified by its CRONTAB file (e.g.):

100,6,12,18 * * * /COMF/ohms/CBOFS/scripts/MAIN _CBOFS.sh

The MAIN_CBOFS.sh script is referenced throughout this document as an example of a COMF-
based system and the module definitions. CBOFS is the Chesapeake Bay Operational Forecast
System which was the first CSDL/CO-OPS model system to become operat 1al (Gross, Bosley
and Hess 2000, Gross 2002). It has subsequently been retro-fitted into COMF. As with all real
world examples we immediately see an exception to the idealized system. The model is run in both
nowcast and forecast cycles. To separate the two, and yet keep the structure, the modules 3, 4, and
5 are repeated for the forecast after one pass through the nowcast. Forecasts are not always done so
these modules are specified inside an IF clause.

4.1 Directory Structure

COMF provides a very logical directory structure for operational forecast svstem development,
operations and maintenance. The standardized components discussed abo  (data tanks, data
grabbers etc.) are provided in centralized directories and are accessible by all operational forecast
systems. The directory structure is described in Table 4.
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export MODELDIR=/COMF/ohms/cbofs
export PATH=3MODELDIR/binlinux:$PATH

In theory if all of your scripts make use of the exported execution $SPATH ar  use $SMODELDIR
for specifying your model directories then the code and model should be totally relocatable. After
tarring the main directories and placing them on the target machine then the
setenvironmentvariables.sh script should be checked and altered for any dif znces between the
computers. We are maintaining a number of these scripts, named after the individual machine to
which they apply, e  setenvironmentvariables _bassmmap.sh, setenvironmen iriables gbofsl.sh.
No editing of scripts down inside your directories should be needed. Maybe the CRONTAB file
needs the path to the setenvironmentvariables.sh script to be changed. Several CSDL and CO-OPS
computers are represented with pre-made setenvironmentvariables.sh:

setenvironmentvariables _bassmmap.sh

setenvironmentvariables _cbbay.sh

setenvironmentvariables_gbofs|.sh

setenvironmentvariables linux.sh Used on both gbofs1 and gbofs2 machine
setenvironmentvariables sgi.sh

setenvironmentvariables dsofsl.sh

4.3 Module 1: Computer System Tests

This module checks that the computer system is ready for the model run an produces CORMS
flags indicating the status of the computer. Usually we are interested in whet r the disk systems
are working correctly and have sufficient empty space to run and save the mod-. results. In addition
the OFS_CONTROL.sh script (Appendix B 31) is executed. It prevents multiple, overlapping runs
of the same model. This failure mode produces such confusing results that we don't simply flag it
with a CORMS flag, but try to prevent it altogether.

4.4 Module 2: Model Timing

Model timing is determined only by the time of execution, i.e. the crontab time and the time
variable in the previous simulations “hotstart” file. Models must determine t  value of the time
variable of the previous simulation's hotstart file (time_hotstart) and produce a nowcast to "now"
(tim~ nowcastend). During a forecast cycle, a many hour forecast it - the near future
(time_torecastend) will be produced, the length of which is usually limited b he duration of the
meteorology forecast models available (the example below will use 36 hours).

Previous models executed on complicated timing schedules dictated by the data collection and
dissemination phase. Now the data collection and archive functions are removed from the model
system. So the execution method of the model is independent of the data acquisition. The data
query tools are « igned to grab a certain time range of data, and if that time r: 3¢ comes up to the
present or into the future the tools will extrapolate the data into the requested bounds. The nowcast
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time is created from querying the date function (time nowcastend="date -u +"%Y %M %d %H
%m™). Note the use of the “-u” option to guarantee the use of UTC through 1t the system. The
start of the nowcast time is obtained by querying the model's hotstart file (e.g. ___tstart out.*) with a
modeler supplied function (e.g. readhotstart out.*). The end of the forecast t ¢ will be 36 hours
after "now". Inside the run script, MAIN **OFS.sh, will be something like:

time_hotstar  readhostart.x hotstart_in.dat *
time_nowcastend="date -u +"%Y %m %d %H 0" (typically rounded to the top of the hour)
time_forecastend="datemath $time_nowcastend + 000 36 0*

The beginning of the graphics window will be time_nowcastend minus (m) 2« 24) hours (h) and
defined by the syntax

time_nowcastendm24h="datemath $time _nowcastend -0 0024 0’

The above time variables should be sufficient for most models. However, if additional times are
required they should be referenced against the time nowcastend variable using plus (p), minus (m),
hours (h) and days (d).

4.5 Module 3: Data Access Tools

The Data Access Module has only a few calls to the QCF.sh scripts described above. The direct
access data reads are all that go in this section. Since most of the mainten. e problems of an
operational system crop up with the changes and failures of the data acces: 1ethods, it is very
important to isolate them from all other specialized running requirements of the model. In this
section there will usually be calls to WLQCF .sh for non-tidal water level forcing, TEMPQCF.sh
and WINDQCF.sh for nowcast or forecast weather forcing data, and RIVEE CF.sh for riverine
inputs. Data for graphical comparison, not model forcing, should not be access  in this module.

4.6 Module 4: Reformat Data

The various input data files are now available. However, they are probat ' not immediately
ingestible by the hydrodynamic code. In this module the standardized data files are reformatted to
each model's requirements. This second level of middleware is unavoidable as CSDL presently uses
a large variety of hydrodynamic modeling methods and codes. At this point, it up to the modeler
to provide this software.

The reformatting of each data file into the required model format must be dc-e in clear, logical,
distinct steps by scripts or programs with self describing names like:

reformat_wl _nowcast.sh (or .x, .pl etc.)
reformat_wind _nowcast.sh
reformat_wl_forecast.sh
reformat_wind_forecast.sh

































:pserver:anonymous @dsofs1.nos-tcn.noaa.gov:/comf/CVSPROJ _TS/
export CVS_RSH=ssh

a). Start a new version of the project in your own directory:
cd /comf/development
cvs co COMF
mv COMF COMFuser

b). Bring down the newest version from server to working directory before any further
modification.
cvs update

¢). Usually do coding at local ™ :ctory:
edit WLQCF.sh

After modification and local test:
cvs commit

If it is a good version, set a version tag:
cvs tag -R TAGNAME

ex.
cvs tag -R TAG2004Nov29
or
cvs tag -R NewWl 7

&

cvs update -r TAGNAME

Above commands will give a sticky tag name to all files as one set. Under the same tag name, files
may have different version numbers. And one file can have many different tag imes for the same
v 'sion number.

After updating the project with cvs update -r TAGNAME, CVS server w . not accept new
commits. The working copy with tag is like a static snapshot of a moment of history, CVS won't
you change history easily. So use

cvs update -A

to remo' tag, and then commit new modification.
Give meaningful tag name for each working copy to make recalls easier, and ¢ rol the quantity of
tag usage, to avoid unnecessary inconvenience.

d). If it is ready to move to /COMF/Staging for pre-operational testing
cd /comf/staging
cvs update -r TAGNAME
or
cvs co -r TAGNAME COMF(ProjectName)
Then test by using the active crontabs.

e). If it is ready to be operational,
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compul . Again, this is possible only through the rigorous use of the rel ite-able directories
specified via global environment variables. Another future enhancement will : a runtime control
system to replace = : crontab method. However the simplicity achieved y our use of the

MODELCRONRUN:.sh script should allow the implementation of suchan }t qui easily.
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Appendix B 24 Script N:  :: MODELCRONRUN:.sh

# ../cbofs2/scripts/CRON_cbofs2.sh
# runs the cbofs model on the gbofsl machine
#

SETE=/comf/staging/CON oqcs/setenvironmentvariables_dsofs1.sh
MODELL ...=/comf{/st: COr ""'oh1  'CTOFS

# MAIN_INIT_C . OFS2.sh Daily reinitialization: TPLM2, CBBT wind and NV ON water levels
35 13 * * * source $SETE ; $SMODELDIR/scripts/MAIN_INIT_CBOFS2.sh &>
$MOL ™ DIR  eclog/logcbofsINIT

#

# CBOFSNOW.sh Nowcast and Forecast launches

100,6,12,18 * * * source $SETE ; SMODELDIR/scripts/MAIN_CBOFS2.sh &>\
$MODELDIR/execlog/logcbofsM 4.
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echo " Get CBBT water level for outer forcing"

# use the last wlcbbt.dat file to assure no jumps in water levelforcing

WLQCF.sh 8638863 NWLON "$time_hotstart" "$time_nowcastend" 0.10 wlcbt dat
wlcbbtHOTSTART.dat > $MODELLOGDIR/WLQCF.log

echo "Get CBBT wind and TPLM2 wind for forcing”

WL..QCF.sh "TPLM2" NDBC "S$time_hotstart” "$time_nowcastend” 0.10 wit  plm.dat >
$SMODELLOGDIR/WINDQCFl.log
WINDQCF.sh 8638863 NWLON "$time_hotstart" “$time_nowcastend" 0.10 w  Icbbt.dat >
$MODELLOGDIR/WL...QCF2.log

echo "Get Rivers Climatological”
¢p SMODELINFO/rivers.met SMODELWORKY/.

HBEHBHBHBHAHBHAHRURHBHRAAHAH BB AR RAHRHREA
# Module 4 Reformar data for NOWCAST
HARBBEABARHHAHABERRRABRABHBHRBRGHHARHHAY

# translare wicbbi.dar mibw,  obs, non-tidal, ridal

#2003 122 0 00 0.2140 0.0270 0.1870

#2003 122 0 6 0 0.2320 0.0240 0.2080

# scale tidal component with amp, phase shift

# Phase shift of -0.0118056 days = -17min

# then convert non-tidal mlhy 1o msl - 442,

# finally add back the amplitude corrected tide 1.134

# alternative methods ($8-.442)+(39%1.134) or 1.134%($8+3$9-.441)

# and format year. yearday. wi

# data/gentide_now.out

#2003 21.988194 -0.202942

#2003 21.992361 -0.182128

#

awk [ print $1 7" $2 " " $3" " $4 " $5-17 " " ($84($9-.442)F1.134) '\
wicbbt.dat | gre ~¢day.x > ntidr —“ow.out

if test -s  :ntide_now.out ; then CORMSPERCENT=100 ; else CORMSPERCENT=0 ; fi
echo "GENTIDE NOW "$CORMSPERCENT >> $CORMSLOG

# use genwind_2obsoqges to convert windtplm.dat windcbbt.dat to data/genwin - NOW.out
# NOWcehbbt.mer, NOWiplm.mer > genwind _2obsB.x > genwind_now.out

# Needs 10 use yvdavs

cat windcbbt.dat | greg2yday.x >SNOWcbbt.met

cat windtplm.dat | greg2yday.x >NOWtplm.met
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HEH AR A

# Build genwind.inpur and execute genwind_20bsogcs.x

HHA A

echo "Start genwind_2obsoqcs.x”

# And make sure its long enough bv ending 4 hours later (3+3/24 =.25)
diffdate="datemath $time_nowcastend - $time_hotstart °
Zlengthdays="ccho $diffdate | awk '{ print $3 + $4/24 + 0.25 }"

genwind_2obsoqcs.x <<EOD > $SMODELLOGDIR/genwindnow.log
“dateformat $time_hotstart "% Y™

“dateformat $time_hotstart "%j""

“dateformat $time_hotstart "%H™

$Zlengthdays

NOWcbbt.met

NOWtplm.met

EOD

if test -s gen2obs.outla ; then CORMSPERCENT=100 ; else CORMSPERCE =0 ; fi
echo "GE.../IND NOW "$CORMSPERCENT >> $CORMSLOG

mv gen2obs.outla SMODELWORK/genwind_now.out

HBRBHRBBHARBHAHRBHARAEHRARB AR RRABHABABHRHSH
# Module 5 Run Mecca for Nowcast
HERKRRARBRBHBHABHBHRI R RBRAR ARG HABHABHRBHRAH

i g

# b JCA RUN

HHA AR TR A AR R R A

# Change the now.con.template input file with the variables

# Uses local work directory

#in files: fullbav2ic.geo gentide_now.out genwind_now.out rivers.met HOTS — RT.DAT
# outfiles:now.prn now.wl.out nowlFIN.DAT wi_idl.now.out wn_idl.now.out

R R R R TR A R R R R A

diffdate="datemath $time_now - $time_hotstart *
hourslength="echo $diffdate | awk '{ print $3*24+$4+35/60}"
ZY="dateformat $time_hotstart "%Y"™
ZM="dateformat $time_hotstart "%m"™

dateformat Stime_hotstart "%d"™
ZH="dateformat $tim~ hotstart "G%H"
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